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Supervisor’s Foreword

It is a pleasure to write this foreword for Dr. Awiphan’s doctoral thesis, which
provides new insights across multiple exoplanet detection techniques.

The field of exoplanets has exploded in the mere two decades since the initial
discoveries. A number of techniques are now being employed to find and charac-
terise exoplanets over a wide range of discovery space. Mapping exoplanet
demographics is a vital task on the road to understanding how planets form and to
place into context the architecture of our own Solar System. To this end, it will be
important to bring together results from different techniques such as transits and
microlensing that target hot and cool planet populations.

Dr. Awiphan’s thesis spans a number of exciting strands in current exoplanet
research. The thesis presents transmission spectroscopy observations in Chap. 3.
The techniques of transmission spectroscopy use multi-wavelength transit obser-
vations to obtain low-resolution spectral information on exoplanet atmospheres. It
is providing new insights into the structure and composition of atmospheres of hot
Jupiter and, in this case, Neptunes. Using data from the 2.4 m Thai National
Telescope, as well as from smaller telescopes, Dr. Awiphan presents a careful
reduction of transit photometry of GJ3470b and confirms the existence of a clear
Rayleigh scattering signature from its atmosphere. He also develops a transit timing
variation analysis that allows him to constrain the existence of additional planets in
the system.

In Chap. 4, he demonstrates through the use of detailed simulations how it will
be possible to confirm the existence of potentially habitable Earth-like exomoons
associated with planets within the habitable zone of the most common type of star
in our Galaxy. Since moons are far more common than planets in our own Solar
System, this is an important architecture to consider when considering the possi-
bility of life. Only a few years ago this would have seemed an outlandish enterprise
to undertake. But with the imminent launch of wide-area transit surveys such as
TESS and PLATO, Dr. Awiphan convinces us that such goals are now within our
reach.
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Dr. Awiphan moves from transit timing to microlensing in Chaps. 5 and 6 by
using the Besancon Galactic model as the basis for the construction of a detailed
microlensing map of our Galaxy. Microlensing surveys have discovered many
thousands of events, and these are enabling us to test models of the inner Galaxy in
new ways. Whilst Gaia continues to map the Milky Way in unprecedented detail, it
is severely limited by crowding in the inner Galaxy; this is precisely the regime in
which microlensing provides greatest statistical sensitivity. Chapter 6 of Dr.
Awiphan’s thesis pits the most detailed microlensing model published to date with
the largest completeness-corrected sample of microlensing events from the MOA
survey. His analysis points to the need for further development of our model of the
inner Galaxy.

Overall, the thesis is highly ambitious both in the breadth and depth of the
science presented. It has been a pleasure to supervise Dr. Awiphan’s work and I am
confident that the work presented here will help us to fully capitalise on the next
generation of transit and microlensing space-based surveys that are coming online
over the next decade.

Manchester, UK
March 2018

Dr. Eamonn Kerins
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Preface

Today, the search for and study of exoplanets is one of the most interesting areas of
modern astronomy. Over the last two decades, the number of detected exoplanets
continues to increase. As of February 2018, over 3600 exoplanets have been dis-
covered. This thesis presents high precision studies based on the transit and
microlensing methods which are used to detect hot and cool exoplanets, respectively.
In Chap. 3, the transit timing variation and transmission spectroscopy observations
and analyses of a hot Neptune, GJ3470b, from telescopes at Thai National
Observatory, and the 0.6-metre PROMPT-8 telescope in Chile are presented, in order
to investigate the possibility of a third body presence in the system and to study its
atmosphere. From the transit timing variation analyses, the presence of a hot Jupiter
with a period of less than 10 days or a planet with an orbital period between 2.5 and 4.0
days in GJ3470 system are excluded. From transmission spectroscopy analyses,
combined optical and near-infrared transmission spectroscopy favours an H/He
dominated haze (mean molecular weight 1:08� 0:20) with methane in the atmo-
sphere of GJ3470b. In Chap. 4, the effects of intrinsic stellar noise to the detectability
of an exomoon orbiting a transiting exoplanet are investigated using transit timing
variation and transit duration variation. The effects of intrinsic stellar variation of an
M-dwarf reduce the detectability correlation coefficient by 0.0–0.2 with 0.1 median
reduction. With the microlensing technique, the first real-time online simulations
of microlensing properties based on the Besançon Galactic model, called
Manchester-Besançon Microlensing Simulator (MaBllS), are presented in Chap. 5.
We also apply it to the recentMOA-II survey results inChap. 6. This analysis provides
the best comparison of Galactic structure between a simulated Galactic model and
microlensing observations. The best-fitting model between Besançon and MOA-II
data provides a brown dwarf mass function slope of −0.4. The Besançon model
provides only � 50 per cent of the measured optical depth and event rate per star at
low Galactic latitude around the inner bulge. However, the revised MOA-II data are
consistent with the Besançon model without any missing inner bulge population.

Chiang Mai, Thailand Supachai Awiphan
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Chapter 1
Introduction

Over the last two decades, the search for and study of exoplanets, planets outside the
Solar System, has been one of themost dynamic research fields ofmodern astronomy.
This is not only because of the potential that living things may exist on them, but also
to further our understanding of the origin of planetary systems. As of February 2018,
more than 3600 planets have been confirmed from ground-based and space-based
observation,1 including some super-Earth planets, planets with masses between 1
and 10 M⊕, which have potential to support life.

The number of detected exoplanets increased dramatically in recent years due to
the success of the NASA Kepler mission. The Kepler space telescope was launched
in 2009 in order to discover transiting exoplanets in or near the habitable zone and to
determine the distribution of sizes and shapes of the orbits of the planets. By 2016,
more than 2300 exoplanets and over 4500 planet candidates have been discovered
by the Kepler mission based on the entire 48 month Kepler dataset (Coughlin et al.
2016; Morton et al. 2016). A large majority of the candidates are expected to be
planets (Fressin et al. 2013).

The first discovery of exoplanets was in 1992 when the first confirmed exoplanet
was found by Wolszczan and Frail (1992). They announced the discovery of planets
around a pulsar, PSR 1257 + 12, by using the pulsar timing method. In 1995, the
first exoplanet orbiting an ordinary star 51 Peg b, a 0.5 Jupiter-mass exoplanet with
4.2 day orbital period, was detected using the radial velocity method, which looks
for the periodic Doppler shifts in stellar spectra (Fig. 1.1) (Mayor and Queloz 1995).
Several year later, the first transiting exoplanet, HD 209458b, was discovered (Char-
bonneau et al. 2000). The transit technique is a detection method which looks for
periodic dimming in stellar brightness (Fig. 1.2). Following on from the discoveries
in the 1990s, several different methods have been developed to discover exoplanets,
including gravitational microlensing and direct imaging. To date, the majority of
the detected exoplanets have been found using the transit technique. However, the

1See https://exoplanetarchive.ipac.caltech.edu/.

© Springer International Publishing AG, part of Springer Nature 2018
S. Awiphan, Exomoons to Galactic Structure, Springer Theses,
https://doi.org/10.1007/978-3-319-90957-8_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90957-8_1&domain=pdf
https://exoplanetarchive.ipac.caltech.edu/


2 1 Introduction

Fig. 1.1 Schematic showing the radial velocity detection method. The star is indicated in orange
and the planet in blue. The star orbits around the center of mass due to the gravitational interaction
of the planet. The Doppler shift of the starlight causes stellar spectral lines (black line) to move
periodically red ward or blue ward

Fig. 1.2 Schematic showing transit detection method. The star is indicated in orange and the planet
in red. When the planet passes the star in the direction of observer line-of-sight, the planet blocks
the star’s light and causes a dip in stellar brightness

transit method can only obtain some of the planetary parameters, such as the planet-
star radius ratio and orbital inclination. In order to obtain all planetary parameters,
such as exact mass, radius and mean density, additional data from radial velocity and
other methods are often used (Udry and Santos 2007).

Although more than half of the detected exoplanets have been discovered by the
transit method, there are hot Jupiters, Jupiter-type exoplanets orbiting close to their
host stars (≤ 0.1 AU) (Udry and Santos 2007). Hot Jupiters dominate the statistics
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Fig. 1.3 Schematic showing the microlensing effect. The source star is indicated in orange and
the lens object in red. The lens moves into the observer’s line-of-sight towards the source. The
brightness of the source is magnified due to the gravity of the lens

because themethod ismore sensitive to short orbital period exoplanets with relatively
large planet-star radius ratio. Although the transiting hot Jupiters provide information
on planets in extreme environments, the vast majority of exoplanets are of lowermass
with longer orbital period.

The microlensing technique has proven to be efficient for discovering long-period
Earth-mass exoplanets (Gould et al. 2010). Microlensing is a special case of gravi-
tational lensing which can be detected by the change in brightness of a background
star as a foreground planetary host passes by (Fig. 1.3). The stellar brightness is
magnified due to the gravity of the foreground lens. If the lens is a planet orbiting
around a star, the magnified light will be perturbed. This method can also be used to
detect free-floating planets.

In this thesis, we present simulations and observations which showcase the tran-
sit and microlensing methods. The structure of the thesis is as follows. In Chap.2,
a historical, basic theory background of high time resolution exoplanet detection
techniques, such as radial velocity, transit and microlensing is provided. In Chap.3,
transmission spectroscopy data of the hot-Neptune GJ3470b are presented and anal-
ysed inChap.3. Effects of intrinsic stellar noise on the detectability of exomoonswith
Kepler-class photometry are investigated in Chap.4. An online real-time microlens-
ing simulation, based on the Besançon Galactic model is presented in Chap. 5.



4 1 Introduction

The Manchester-Besançon Microlensing Simulator (MaBµlS) is calibrated to the
optical depth, average time scale and event rate, from the MOA-II survey in Chap. 6.
Finally, my future works are discussed in Chap.7.
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Chapter 2
Basic Theory Exoplanet Detection

2.1 Exoplanet Detection Methods

During the last two decades, more than 3,600 exoplanets have been found and the
number is still rapidly increasing. The number of detections is very small compared to
the number of stars in the Universe, although every stars may host at least one planet
(Cassan et al. 2012). Exoplanets are very difficult to detect, due to their extremely low
light emission compared to their host stars and the fact that the separation between
the star and planet on the sky is very small. In order to detect exoplanets, a number
of techniques have been developed, including radial velocity, transit, microlensing,
pulsar timing, direct imaging and astrometry methods. Each method has its own
advantages and disadvantages.

2.1.1 Radial Velocity Method

Radial velocity is a techniquewhich detects the starwobble around the system centre-
of-mass due to the gravitational interaction of nearby planets. The motion of the star
produces the change in velocity along the line of sight to the star that causes a periodic
shift of the lines in the star’s spectrum. This effect can be measured accurately by
observing with a high-resolution spectrograph.

This method favours massive planets which have a short orbital period, because
of the higher amplitude of the radial velocity signal, K∗. The amplitude of the radial
velocity signal of a star of mass M∗ with planet of mass Mp orbiting around with
period Pp, is defined by,

K∗ = Mp sin i p
M∗

2πap

Pp
, (2.1)

where ap is the planet-host separation and i p is the orbital inclination. The radial
velocity technique has a disadvantage of not being able to determine the true mass
of planets, but only their minimum mass, Mp sin i p.
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However, thismethod has proved to be a successful exoplanet detection technique,
because a number of exoplanets discovered from the ground have been detected by
this method. Since the first detection of an exoplanet via radial velocity in 1995,
51 Peg b (Fig. 2.1, Mayor and Queloz (1995)), more than 700 planets have been
discovered by using this method.

Nowadays, with improvements in the sensitivity of the technique and instru-
ments, a high-resolution spectrograph, such asESPRESSO(Echelle SPectrograph for
Rocky Exoplanets and Stable Spectroscopic Observations), can reach a precision of
∼0.1 m.s−1 allowing Earth-like planets in the habitable zones to be detected (Pepe
et al. 2014).

2.1.2 Transit Method

The transit technique relies on the detection of periodic dips in the stellar light curve.
When a planet passes in front of its host star, the star flux temporarily decreases due
to blocking by the planet. To date, the measurements of stellar brightness have a
precision better than 0.1% for ground-based telescopes. For space-based telescopes,
such as Kepler, the precision is 20 parts per million relative precision in 6.5 h for a
12th magnitude G-type main-sequence star, sufficient to detect an Earth-mass planet
transiting a solar-type star (Koch et al. 2010; Jenkins et al. 2015).

Fig. 2.1 Original data of 51
Peg shows variation in
orbital motion due to 51 Peg
b’s gravitational interaction
(Mayor and Queloz 1995)
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The transit technique provides information about the system by fitting a physical
model to the light curve. The planetary parameters, such as planet’s orbital inclination
and radius, can be determined when combined with an estimate of the host star
radius. Combining transit observations with radial velocity measurements, the true
planetarymass and density can be calculated. Therefore, the follow-up radial velocity
observations are important for determining transiting exoplanet parameters.

However, the transit technique has the problem of a large number of false-positive
detections caused by grazing eclipsing binaries, low-mass stellar objects or blended
stellar systems (Díaz et al. 2011). Moreover, the transit technique can only detect
planets that orbit in front of their host stars. The detection probability is about 10% for
hot Jupiters and 0.5% for Earth-like planets (See Sect. 3.1.1). The number of detec-
tions is also biased toward short orbital period exoplanets (≤10 days) and exoplanets
with large radii.

The first detected transiting exoplanet, HD 209458b, was discovered by
Charbonneau et al. (2000) andHenry et al. (2000), althoughHD209458bwas discov-
ered using the radial velocity method. Its transit was observed using a 0.8m telescope
by Henry et al. (2000) and a 1.0m telescope by Charbonneau et al. (2000). After the
first detection, a large proportion of exoplanet detections have been discovered using
the transit method through ground-based transit searches, such as OGLE (Udalski
2009), WASP (Pollacco et al. 2006; Smith 2014) and HAT (Bakos et al. 2011, 2013).
Nevertheless, nowadays, major transit discoveries are expected from space, such as
theKeplermission, which has discovered more than 2,300 confirmed exoplanets and
4,500 planetary candidates (Coughlin et al. 2016; Morton et al. 2016).

2.1.3 Gravitational Microlensing Method

Gravitational microlensing detection of exoplanets was proposed by Mao and
Paczynski (1991) and Gould and Loeb (1992). It is the only known method capable
of discovering planets at truly great distances from the Earth. Microlensing can find
planets orbiting stars near the centre of the Galaxy, thousands of light-years away,
whereas radial velocity and transit methods can detect planets only in our Galac-
tic neighbourhood. It is also the only method which can detect free-floating planets.
Microlensing is most sensitive to cold planets, in the outer regions of systems beyond
the snow line, the distance from the star where solid ice grains condense from hydro-
gen compounds (Gaudi 2012; Kennedy and Kenyon 2008; Lecar et al. 2006; Lin
2008).

Microlensing is based on the gravitational lens effect which occurs when a lensing
star moves in front of the source star. The light paths of the source are bent by the
lensing star, which can magnify and demagnify the image of the source star. If the
lensing star has a planet orbiting around it, the planet can perturb the light and lead
to additional spikes in the light curve (Mao and Paczynski 1991).

In 2004, the first planet which was discovered using microlensing was OGLE
2003-BLG-235/MOA 2003-BLG-53 (Bond et al. 2004). Currently, more than 60
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planets have been detected using this method, including a potential sub-Earth-mass
moon (Bennett et al. 2014). However, the number of planet detections using
microlensing will increase in the future due to the ongoing main microlensing sur-
veys,MOA (Bond et al. 2002), OGLE (Udalski et al. 2008) andKMTNet (Henderson
et al. 2014).

2.1.4 Pulsar Timing Method

The first detection of exoplanets, PSR 1257 + 12B and PSR 1257 + 12C was made
in 1992 by using pulsar timing (Wolszczan and Frail 1992) (Fig. 2.2). Although
this method was not originally designed for the detection of planets, pulsar timing
has a capability to detect smaller planets down to less than Earth’s mass. It uses the
changing position of the pulsar, as a result of gravitational interaction, which causes a
periodic change in the distance and light-travel time between the pulsar and observer.
However, since planets orbiting a pulsar are exotic objects and are presumably very
rare, the chance of finding large numbers of planets with it seems small. In this case,
the planet might be formed from the stellar explosion and were not present during
the stellar phase.

Fig. 2.2 Data of pulsar, PSR 1257 + 12, shows the variation in period due to the interaction of the
first two detected exoplanets (Wolszczan and Frail 1992)
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2.1.5 Direct Imaging Method

Direct imaging is one of the hardest exoplanet detection techniques. It is challenging
for two main reasons. First, the planets are extremely faint light sources compared
to their host stars. Second, the planets are generally located very close to their parent
stars. Currently, special techniques such as coronagraphy and adaptive optics are used
to implement this method. They are sensitive to distant hot planets around young,
nearby stars which are uncommon (Masciadri and Raga 2004; Nielsen et al. 2008).
The advantage of direct imaging is that it provides interesting information about the
planet, including the planet’s exact orbital parameters and surface properties.

Chauvin et al. (2004) discovered the first directly imaged exoplanet, 2M1207b,
orbiting brown dwarf, 2MASSWJ 1207334-393254. The planet has a mass of 5
Jupiter mass with temperature in the range 1100–1300K (Chauvin et al. 2005). Cur-
rently, this technique has detected more than 40 planets, including a multi-planet
system, HR 8799 (Marois et al. 2008).

2.1.6 Astrometry Method

Astrometry uses the idea that the gravitational interaction between star and planet
causes the star and planet to orbit aroundplanet-star barycentre. Itmeasures a periodic
variation in the position of the star on the plane of the sky, subtracting out the star’s
apparent motion due to the yearly parallax motion and the projection of its real
proper motion through space. The main advantage of the astrometry method is that it
provides an accurate estimate of a planet’s mass. However, it is most effective when
the orbital plane is “face on”, or perpendicular to the observer’s line of sight.

Strand (1943) and Reuyl and Holmberg (1943) claimed the first detected planets
orbiting the stars, 61 Cyg and 70 Oph, by using the astrometric technique. However,
the recent ground-based astrometry observation results show that the evidence for
planets around 61 Cyg and 70 Oph has been proved incorrect (Heintz 1978). Nowa-
days, there are some exoplanets that have their mass determined via the astrometric
technique: GI 876b (Benedict et al. 2002) HD 136118b (Martioli et al. 2010) and
HD 38529c (Benedict et al. 2010). However, the first exoplanet successfully detected
astrometrically came in 2010 (Pravdo and Shaklan 2009; Bean et al. 2010c).

2.2 Exoplanet Detection Programs

Since the discovery of the first exoplanet, there are various detection programs run-
ning in order to detect exoplanets. In this thesis, we focus on the transit andmicrolens-
ing exoplanet detection methods. Both methods have many past, on-going and future
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programs running, both ground-based and space-based. The description of major
programs are listed in this section (Table2.1).

2.2.1 Ground-Based Transit Surveys

WASP

The WASP (Wide Angle Search for Planets) is the United Kingdom’s leading exo-
planet detection program via the transit technique. The twoWASP observatories each
consist of eight 200mm camera lens robotic telescopes (0.11 m aperture) located in
the northern and southern hemispheres. Each telescope has a field of view 7.8 × 7.8◦.
SuperWASP-North is located at the Observatorio del Roque de los Muchacho, La
Palma,whilst SuperWASP-South is located at theSouthAfricanAstronomicalObser-
vatory (SAAO), Sutherland, South Africa. The camera comprises Andor e2v 2K ×
2K CCDs on a single equatorial fork mount. Each night, the two SuperWASP tele-
scopes survey around a dozen fields per night at similar declination covering one

Table 2.1 Discoveries of exoplanets by transit and microlensing methods (As of February 2018)

Experiment Method Type Number

OGLE Transit Ground-based 8

WASP Transit Ground-based 141∗

HAT Transit Ground-based 62∗

HATS Transit Ground-based 43

TrES Transit Ground-based 5

XO Transit Ground-based 6

KELT Transit Ground-based 19

QES Transit Ground-based 6

TRAPPIST Transit Ground-based 7

MASCARA Transit Ground-based 1

NGTS Transit Ground-based 1

POTS Transit Ground-based 1

Kepler Transit Space-based 2341

K2 Transit Space-based 197

CoRoT Transit Space-based 34

SWEEPS Transit Space-based 2

OGLE Microlensing Ground-based 42†

MOA Microlensing Ground-based 24†

KMTNet Microlensing Ground-based 1
∗: 3 transiting exoplanets are jointly discovered by WASP and HAT
†: 4 microlensing exoplanets are jointly discovered by OGLE and MOA
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hour in right ascension, except the crowded Galactic plane (Pollacco et al. 2006;
Smith 2014). Two half-minute exposures are taken at each visit with around 10 min
cadence for a full season (∼5 months).

In 2010, the firstWASP public data was released. These data contains light curves,
rawand calibrated images of thefirst three observing seasons (2004–2008) containing
more than 30 detected exoplanets (Butters et al. 2010). To date,WASP has discovered
more than 140 transiting exoplanets which is the largest number of transiting exo-
planets from the ground.Highlights includeWASP-17b, the first retrograde exoplanet
(Anderson et al. 2010; Triaud et al. 2010) andWASP-33b, the first planet orbiting an
A-type star (Collier Cameron et al. 2010). Nowadays, SuperWASP-North observes in
fewer fields with higher cadence, in order to find smaller exoplanets. SuperWASP-
South currently observes with new wider angle lenses (85mm lenses) with larger
field of view (18 × 18◦) to discover bright transiting exoplanets (Smith 2014).

HATNet

The HATNet (Hungarian-made Automated Telescope Network) was developed in
1991 by Hungarian astronomers. The network of 6 small fully automated telescopes
(4 at Fred Lawrence Whipple Observatory, Arizona, and 2 at Mauna Kea, Hawaii)
with 0.11m lenses was established in 2003 (Bakos et al. 2004, 2011). The 4K ×
4K CCDs with Sloan r filters were used. HATNet monitors 838 non-overlapping
fields. Fields are chosen for observation for 3 months based on visibility and various
factors (Bakos et al. 2011). HATNet discovered its first transiting exoplanet in 2006,
HAT-P-1b (Bakos et al. 2007). To date, HATNet has discovered about 60 confirmed
transiting exoplanets, includingHAT-P-32b andHAT-P-33b, which are super inflated
hot Jupiters (Hartman et al. 2011).

HATSouth is the world’s first telescope network which can monitor year-round
24h. The network of six robotic telescopeswith four 0.18m lenses started observation
in 2009. Each lens covers a field of view 4.18 × 4.18◦ of (8.2 × 8.2◦ in total) The
telescopes are located on three sites: Las Campanas Observatory in Chile, the High
Energy Stereoscopic System inNamibia and Siding SpringsObservatory inAustralia
(Bakos et al. 2009, 2013). The HATSouth locations enable 24 h observations which
gives HATSouth an order of magnitude higher sensitivity than HATNet to planets
with period longer than 10 days. HATSouth monitors 12 high priority fields each
year (2 months per field). To date, more than 40 transiting exoplanets have been
discovered by HATSouth.

TrES

Trans-Atlantic Exoplanet Survey (TrES) was the first wide-field transit survey. TrES
compressed three 0.1m wide-field (6◦ and a plate scale of 11”) telescopes at Lowell
Observatory, Arizona; Palomar Observatory; California and Tenerife in the Canary
Islands (Alonso et al. 2004). They usually observed the same field with 2min expo-
sure continuously in red filters for 2 months. After the observation, the data was
binned to 9 min resolution. TrES discovered the second transiting exoplanet, TrES-
1b: a 0.75 Jupiter-mass hot Jupiter (Alonso et al. 2004). The survey ceased operation
in 2011 having discovered five hot Jupiter exoplanets in total (Mandushev et al.
2011).
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XO

XO project was designed to find hot Jupiters transiting bright stars (9≤ V ≤12) with
a precision of ∼10mmag per measurement (McCullough et al. 2005). In 2003, the
survey started with two 0.1-m diameter telescope with 4K × 4K CCDs at Haleakala
summit on Maui, Hawaii. The telescopes simultaneously observed the same field
with a 7.2 × 7.2◦2 field-of-view. Each star was observed every 10 min for 4 months.
The first exoplanet discovered with XO is XO-1b, a hot Jupiter around G1 V star
(McCullough et al. 2006). The project discovered 6 exoplanets in total. The latest
XO exoplanet is XO-6b, a Jupiter-sized exoplanet (Crouzet et al. 2017).

KELT

Kilo-degree Extremely Little Telescope (KELT) is a transiting exoplanet survey
of bright host stars (8 ≤ V ≤ 10) (Pepper et al. 2003, 2007). KELT-North uses a
single very wide field (26 × 26◦2) 42mm aperture (focal length f/1.9) telescope at
Winer Observatory, Sonoita, Arizona. The survey started operation in 2005. The
telescope covers 13 survey fields at declination of +30◦ (about 25% of the Northern
hemisphere). KELT-South telescope, a duplicate telescope of KELT-North for the
Southern sky, is located at the South African Astronomical Observatory, Sutherland
(Pepper et al. 2012). KELT-South started operations in 2012. The first transiting
exoplanet discovered by KELT is KELT-1b, a highly inflated hot Jupiter (Siverd
et al. 2012). To date, more than 15 transit exoplanets were discovered by KELT,
including KELT-10b, the first transiting exoplanet from the KELT-South telescope
(Kuhn et al. 2016).

QES

The Qatar Exoplanet Survey (QES) is a project to discover hot Jupiters and hot
Neptunes transiting bright stars (Alsubai et al. 2013). QES targets bright host stars
(magnitude range from 8–15th) in order to fill the brightness gap between OGLE
and the other wide-field surveys. The first QES site is in New Mexico. The project
consists of four 400mm (focal length f/2.8) and one 200mm (focal length f/2.0)
cameras with 4K × 4K CCDs. The lenses cover 5.3 × 5.3◦2 and 11 × 11◦2 field-of
view for the 400 and 200mm cameras, respectively. The cameras take 100s (400mm
cameras) and 60s (200mm camera) exposures with an RMS accuracy of 1%. The
data reduction uses the difference image analysis (DIA) technique. Since the start of
operation in 2009, QES discovered six transiting exoplanets.

TRAPPIST

TRAnsiting Planets and PlanetesImals Small Telescope (TRAPPIST) is a pair Bel-
gian 60cm robotic telescopes for transiting exoplanet survey. TRAPPIST-South
telescope located at La Silla Observatory, Chile and TRAPPIST-North located at
Oukaimden Observatory, Morocco. The telescopes attached with 2K × 2K CCD
camera with a field of view of 22 × 22 arcmin (Gillon et al. 2011, 2013). Most
of the observations are obtained through an I +z filter. In 2016, TRAPPIST dis-
covered three transiting exoplanets around an ultra-cool red dwarf, TRAPPIST-1b,
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TRAPPIST-1c and TRAPPIST-1d (Gillon et al. 2016). On 22 February 2017, the
teamannounced that TRAPPIST-1 is composed of seven temperate terrestrial planets.
Three planets: TRAPPIST-1e, TRAPPIST-1f and TRAPPIST-1g, are located in the
habitable zone which set a new record for greatest number of habitable-zone planets
found around a single star outside our solar system (Gillon et al. 2017).

MASCARA

TheMulti-site All-Sky CAmeRA (MASCARA) is a ground-based transit survey that
targets bright host stars with magnitudes 4 < mv < 8.4 (Talens et al. 2017b). MAS-
CARAconsistsof twostations in thenorthernhemisphereatLaPalma,Canary Islands,
Spain, and in the southernhemisphereatLaSillaObservatory,Chile.Each stationcon-
sists of five cameras to cover entire local sky. In 2017, MASCARA discovered a hot
Jupiter transiting a bright A-type star, MASCARA-1b (Talens et al. 2017a).

NGTS

Next Generation Transit Survey (NGTS) is a new ground-based sky survey designed
to discover transiting Neptune and super-Earth orbiting nearby bright stars (V <13)
(Wheatley et al. 2013). The survey consists of twelve 20cm f/2.8 telescopes with
red sensitive CCDs at ESO Paranal Observatory, Chile. NGTS began the operation
in early 2015. The survey covers more than 16 times of Kepler field (96 deg2, 8 deg2

each). The first exoplanet discovered with NGTS is NGTS-1b, a hot Jupiter transiting
an M-dwarf (Bayliss et al. 2017).

POTS

Pre-OmegaTranS (POTS) project was a ground-based transit survey with ESOWide
Field Imager at the 2.2m telescope at the La Silla observatory in the year 2006–
2008.TheCCDcoveredfield-of-vieware 34×34 arcmin and the imageswere centred
at RA = 13h35m41.s6 and Dec = −66◦42′21”. The observations were obtained in
the U , B, V , R, and I bands. POTS project discovered a hot Jupiter transiting a
mid-K dwarf, POTS-1b (Koppenhoefer et al. 2013).

MINERVA

Miniature Exoplanet Radial Velocity Array (MINERVA) is a project to discover
and characterize exoplanets around nearby bright stars with both high-resolution
spectroscopy and photometry (Swift et al. 2015). MINERVA consists of an array
of four 0.7m telescopes at the Fred Lawrence Whipple Observatory, Mt. Hopkins,
Arizona. In 2015, photometric observation was begun with 2K × 2K CCDs.

LCOGT

LasCumbres Observatory Global Telescope (LCOGT) is a set of robotic telescopes
around the globe dedicated to time-domain astronomy, such as: supernovae, exo-
planets and pulsating stars (Shporer et al. 2011; Brown 2013). LCOGT network
consists of two 2.0m telescopes at Mt. Haleakala, Maui, Hawaii and Siding Spring
Observatory, Australia, and nine 1.0m telescopes: 3 at Cerro Tololo Inter-American
Observatory, Chile, 3 at South African Astronomical Observatory, Sutherland, South
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Africa, 2 at Siding Springs Observatory, Australia and 1 at McDonald Observatory,
Fort Davis, Texas, USA. LCOGTcollaborateswith other transiting exoplanet surveys
to observe exoplanet candidates and also monitors microlensing events for RoboNet
(Tsapras et al. 2009).

2.2.2 Space-Based Transit Missions

CoRoT

The CoRoT (Convection, Rotation and planetary Transits) is a space-based project
focused on asteroseismology of variable stars.However, after the discovery of the first
hot Jupiter, CoRoT now includes exoplanet detection in the programme. The 27-cm
telescope with a 2.8× 2.8◦2 camera was launched in December 2006. The telescope
has 4 CCDs, two are for the exoplanet program and two are for the seismology
program, though one detector failed in 2009.

CoRoT can detect planets around stars in a magnitude range between 12 and 16
which include super-Earths orbiting stars V < 14. CoRoT typically observed 3–4
different fields per year for an average of 78 continuous days each. CoRoT detected
its first transiting exoplanet in 2007 (Barge et al. 2008). CoRoT has detected more
than 19 exoplanets (Moutou and Deleuil 2015), including the first transiting super-
Earth, CoRoT-7b (Léger et al. 2009). However, the mission ended in 2012 when a
spacecraft data processing unit failed.

Kepler

Kepler is a NASA space mission designed to discover and determine the frequency
of exoplanets, their characteristics and their host star characteristics using the transit
method. It is a 0.95-m telescope with 42 CCDs (field of view of 105 deg2) and was
launched in March 2009. Kepler detected transiting exoplanets by monitoring the
brightness of around 150,000 stars in the same field of view (in the Cygnus-Lyra
region) in a wavelength band between 450 and 900 nm simultaneously for 3.5 years.
The minimum magnitude limit is V = 14. Most of the stars were observed in a long
cadence mode (29.4 min), while some stars were observed in short cadence (58.8 s)
with 6 s readout time (Borucki et al. 2008).

In February 2011, the Kepler mission released data for 156,453 stars, includ-
ing 1,235 planetary candidates in 997 systems. 68 candidates are Earth-sized plan-
ets (Rp < 1.25R⊕) and 288 planets are super-Earth size (1.25R⊕ ≤ Rp < 2R⊕)
(Borucki et al. 2011). In early 2012, more than 1,000 additional candidates were
announced (Batalha et al. 2013). In May 2014, the Kepler nominal mission ceased
operation due to failure of second reaction wheel which made it impossible to point
accurately. Based on the entire 48 month Kepler dataset, over 2,300 confirmed exo-
planets and 4,500 planet candidates have been discovered by the Kepler mission
(Coughlin et al. 2016; Morton et al. 2016).

However,Keplerwas reusedwith only two functioning reactionwheels on themis-
sion called K2. The K2mission uses the solar flux to help to stabilize the spacecraft,
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therefore the telescope points in the ecliptic plane in K2 mission (Howell et al.
2014). The K2 mission began in June 2014 and more than 10 fields campaigns are
set for observation for about 80 days in each. During the K2mission, more than 190
transiting exoplanets were discovered.

For microlensing, K2 Campaign 9 conducted a survey toward the Galactic bulge
between 7th April and 1st July 2016 (Henderson et al. 2016). During the campaign,
more than 120 microlensing events, including microlensing exoplanets, are expected
to be detected.

SWEEPS

Sagittarius Window Eclipsing Exoplanet Search (SWEEPS) was a survey with the
Hubble Space Telescope between 22–29 February 2014 (Sahu et al. 2006). The
Advanced Camera for Surveys - Wide Field Channel with V (F606W) and I (814W)
filters was used to observe SagittariusWindows. 16 planetary candidates with orbital
period between 0.4 and 4.2 days, including two confirmed exoplanets, SWEEPS-4b
and SWEEP-11b, were discovered.

TESS

Transiting Exoplanet Survey Satellite (TESS) is a NASA space telescope designed
to search for exoplanets using the transit technique (Ricker et al. 2014). The mission
aim will be to detect exoplanets orbiting nearby bright stars for two years. TESS
will be launched in April 2018 and will monitor more than 200,000 main-sequence
stars over the full sky. Each star will be observed for an interval from one month
(the ecliptic plane) to one year (the ecliptic poles), depending on the stellar ecliptic
latitude. The full frame images will be recorded every 30min. TESS consists of four
wide-field (24 × 24◦2) 100mm lenses with 4K × 4K CCDs. It will observe within a
600 to 1000 nm bandpass.

PLATO

The PLATO (PLAnetary Transit and Oscillations of stars), an ESA Medium class
mission, has been selected for the M3 launch slot for the Cosmic Visions 2015–2025
programme (Rauer et al. 2014). It has a primary goal to discover and characterize
exoplanets with high precision using 34 wide-field telescopes (32 with 25s cadence
and 2 with 2.5 s cadence) which will cover a field-of-view of 2232 deg2. PLATOwill
observe stars in a magnitude range between 4 and 16. It will detect planets down to
Earth-sized orbiting F to Mmain sequence stars in their habitable zone. Moreover, it
will determine the radius and mass of the host stars and the planets with an accuracy
of 1% and the age of the systems with accuracy better than 10%, giving the potential
to detect exomoons and planet rings.

CHEOPS

CHaracterisingExOPlanet Satellite (CHEOPS) is thefirst S-classESAmissionwhich
was selected in October 2012 and will be launched in 2018 (Broeg et al. 2013).
CHEOPS is a small photometric observatory (32cm telescope) on low Earth orbit.
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It will perform ultra-high precision photometry of bright stars (150 ppm/min for
a 9th magnitude star) in order to detect Earth-sized transiting exoplanet and also
determine accurate radii for planets, which have mass measurements from ground-
based spectroscopy surveys. It will observe 500 targets during a 3.5 year mission.

2.2.3 Ground-Based Microlensing Surveys

OGLE

OGLE (Optical Gravitational Lensing Experiment) is a survey originally designed
for discovering dark matter using the mircrolensing technique, but the main focus
now is to discover microlensing and transiting exoplanets. The main targets of this
project are the Magellanic Clouds and the Galactic Bulge, due to the large number of
stars that can be used for microlensing. The project started in 1992 and three phases
of the project have been completed: OGLE-I (1992–1995), OGLE-II (1996–2000),
and OGLE-III (2001–2009). The fourth is still running.

In the project’s first phase (OGLE-I), the 1-m Swope telescope at the Observatory
of Las Campanas, Chile was used. The first microlensing event by a binary object was
discovered in this phase (Udalski et al. 1994). In second phase, the 1.3m Warsaw
telescope at Las Campanas Observatory, Chile, was used to detect microlensing
events, with main targets the Large Magellanic Cloud, the Small Magellanic Cloud,
the Galactic Bulge and the Galactic Disk (Udalski et al. 1997). The data from the
observations of OGLE in this phase was used to search for exoplanets by follow-
up projects such as the PLANET project (Dominik et al. 2002). The six regular
campaign observations with eight-chip mosaic CCD camera within four 35’ × 35’
fields started in third phase (Udalski et al. 2002; Udalski 2009), where the first
microlensing exoplanet was detected (Bond et al. 2004). Since 2010, OGLE-IV
started with new a 32 chip mosaic camera which increased the observing capabilities
(Udalski 2009).

In 2003, with higher cadence observation in the same fields, the first transiting
exoplanet discovered by OGLE, OGLE-TR-56b, was announced (Sasselov 2003).
To date, 8 transiting exoplanets have been discovered by OGLE. From 2001–2009,
OGLE detected 3,718 unique microlensing events (Wyrzykowski et al. 2015), which
include more than 40 confirmed microlensing exoplanets. In 2017, OGLE-IV team
published data of 2,617 microlensing events during 2010–2015 observational season
and found that there is no large population of unbound or wide-orbit Jupiter-mass
exoplanets (Mróz et al. 2017).

MOA

MOA(MicrolensingObservations inAstrophysics) is a collaborative project between
researchers in New Zealand and Japan which started in 1995, using the 0.61m tele-
scope at Mt. John observatory in New Zealand (MOA-I) (Sumi 2010). This tele-
scope was replaced by a 1.8m telescope (MOA-II) equipped with a 8K × 10K
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CCD camera with a 2.18 deg2 field of view. The observation cadence is 15–45 min
depending on the observed field. This project uses the microlensing technique to
observe dark matter, exoplanets and stellar atmospheres. Images are reduced by dif-
ference image analysis (DIA) in real time. The first microlensing exoplanet, OGLE-
2003-BLG-235/MOA-2003-BLG-53m, a 1.5 Jupiter-mass planet, was discovered by
MOA survey with OGLE collaboration (Bond et al. 2004). In 2013, MOA-II team
published data of 474 high quality microlensing events during 2006–2007 observa-
tional season (Sumi et al. 2013). At present, more than 20 microlensing exoplanets,
including possible free floating planets (Sumi et al. 2011) and a potential sub-Earth-
mass moon orbiting a 4 Jupiter-mass free-floating exoplanet (Bennett et al. 2014),
have been discovered by MOA.

KMTNet

KMTNet (Korea Microlensing Telescope Network) is a project of KASI (Korea
Astronomy and Space Science Institute), which consists of three 1.6m wide-field
(4 deg2) telescopes in Cerro Tololo Inter-American Observatory (CTIO), La Serena,
Chile; South Africa Astronomical Observatory, Sutherland, South Africa; and Siding
Spring Observatory, Coonabarabran, Australia (Henderson et al. 2014). Each tele-
scope is equipped with 9K × 9K CCDs with 10 microns pixel size. The telescopes
monitor the Galactic bulge with Cousins-I filter with 10min cadence for 8h each
night, in order to detect exoplanets near and beyond snow line via microlensing.
KMTNet discovered its first microlensing exoplanet in 2015, KMT-2015-1b, a giant
planet orbiting a low-mass M-dwarf (Hwang et al. 2015).

PLANET

Probing Lensing Anomalies NETwork (PLANET) was established in 1995 in order
to follow-upmicrolensing events alerted byOGLE andMOA. The network consisted
of five 1 m-class telescopes: 1.54m Danish telescope at La Silla, Chile; 1.0m tele-
scope at Canopus Observatory, Tasmania, Australia; 0.6m telescope at Perth Obser-
vatory, Perth, Australia; 1.0m telescope at South African Astronomical Observa-
tory, Sutherland, South Africa; 1.52m Rockefeller telescope at Boyden Observatory,
Bloemfontein, South Africa, to establish a round-the-world network for the south-
ern hemisphere. Since 2005, PLANET collaborated with the RoboNet-1.0 team. In
January 2009, PLANET merged with MicroFUN.

MicroFUN

Microlensing Follow-Up Network (MicroFUN) is an international collaboration to
follow-up microlensing events in the Galactic bulge from OGLE and MOA (Gould
2008). The collaboration began in 2003. To date, more than 25 telescopes on 5 con-
tinents are used. Over half its members are amateur astronomers. In 2008, Micro-
FUN along with other collaborations announced the discovery of the first multiple
planetary systemdetected usingmicrolensing technique,OGLE-2006-BLG-109Lb,c
(Gaudi et al. 2008).



18 2 Basic Theory Exoplanet Detection

RoboNet

RoboNet is a network of robotic telescopes which follow-up microlensing events in
the Galactic bulge (Tsapras et al. 2009). The network uses three 2m telescopes: the
Faulkes Telescope North at Maui, Hawaii; the Faulkes Telescope South at Siding
Springs, Australia; and the Liverpool telescope at La Palma, the Canary Islands.

MiNDSTEp

Microlensing Network for the Detection of Small Terrestrial Exoplanets (MiND-
STEp) is amicrolensing follow-up network.MiNDSTEp consists of the 1.5mDanish
telescope at La Silla, Chile, two 1.2mMONET telescope at McDonald Observatory
and South African Astronomical Observatory and the 0.6m Salerno University Tele-
scope at Salerno University Observatory, Italy.

AST3

AST3 (Antarctic Schmidt Telescopes) is a project that includes in its scope the search
for exoplanets with the gravitational microlensing technique and detecting transient
objects, supernova and other objects with gamma-ray bursts, proposed by CCAA
(Chinese Center of Antarctic Astronomy) and Texas A & M University (Cui et al.
2008; Yuan et al. 2014). For the purposes of this project, three telescopes of 50cm
aperture each were built at the Antarctic Kunlun Station near Dome A in Antarctica.
Continuous, long-term monitoring will also be possible with this project.

2.2.4 Space-Based Microlensing Missions

Euclid

Euclid is an ESA observatory probe to understand dark matter and dark energy
which will be launched in 2020 (Laureijs et al. 2011). Euclid is planned to have a
diameter of 1.2m and will have two instruments, a visual instrument (VIS: Visible
and Near Infrared Imaging Channels instrument) and a near infrared instrument
(NISP: Near Infrared Spectrometer and Photometer). The VIS will be equipped with
36 CCDs in broad band (R + I + Z ) which will be used for measuring the shape of
galaxies. The NISP is equipped with 16 HgCdTe NIR detectors with Y , J , H bands
and a field of view of 0.55 deg2, and a resolution better than 0.3 arcseconds. There
are two primary cosmology surveys in this mission, a wide survey which covers
15, 000 deg2 of extragalactic sky and a deep survey which covers 40 deg2 at ecliptic
poles. Additional science surveys, including a microlensing exoplanet survey, can
be added (Penny et al. 2013). In this survey, Euclidwill detect not only microlensing
exoplanets, but also transiting exoplanets (Fig. 2.3, McDonald et al. 2014).

WFIRST

The WFIRST (Wide-Field Infrared Survey Telescope) is a NASA mission designed
to detect exoplanets using the gravitational microlensing technique and dark energy
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Fig. 2.3 Planet detection capability of Euclid. The contours indicate the number of detections
using transit (red) and microlensing (blue) techniques, assuming one planet per star at each point
in the planet mass-semi-major axis plane. The blue dots are published microlensing exoplanets.
The red dots are published planet detections and the pink dots are the published Kepler candidates
(McDonald et al. 2014)

with weak lensing (Spergel et al. 2013, 2015). WFIRST will be a 2.4-m obscured
aperture space telescope equippedwith thewide-field instrument and the coronagraph
instrument. Thewide-field instrumentwill consist of 6× 34K× 4KHgCdTedetector
array which can do both photometry (0.76–2.0 µm) and spectroscopy (1.35–1.89
µm). Microlensing observations will be performed twice yearly for 72 continuous
days, with 5 days interruption each month when the Moon is near the Galactic bulge.
WFIRST is expected to detect 2600 exoplanets around stars, 50 of which will be
smaller than the Earth, 370 Earth-mass planets and 30 free floating planets, if there is
one planet per star in the Galaxy. It can measure the mass function of cold exoplanets
to better than 10% per decade in mass for planet masses >0.3 Earth-mass.

Spitzer

Spitzer is a 0.85-m NASA infrared space-based telescope launched in 2003. It is
in Earth-trailing orbit with distance about 1 AU from the Earth which can be used
to measure the microlensing parallax. The simultaneous observations of the same
microlensing event from two distant location, such as from the Earth and Spitzer,
provide the difference in time of peak, �t0, and impact parameter, �u0, of the event
(Alcock et al. 1995; Gould et al. 2009). The microlensing parallax vector can be
written as

πE = AU

D

(
�t0
tE

,�u0

)
(2.2)
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where tE is Einstein crossing time (See Sect. 5.1.2) and D is the distance between two
observers projected onto the plane of the sky. The radius of the projected Einstein
radius on the observer plane is

rE = AU

πE
= 4GMl

θEc2
, (2.3)

where θE is Einstein radius (See Sect. 5.1.2) and Ml is lens mass. Therefore, from
the microlensing parallax, the lens mass and distance can be constrained. Due to its
long distance from the Earth, Spitzer has been used to observe many microlensing
parallaxes, such as OGLE-2005-SMC-001 (Dong et al. 2007), OGLE-2014-BLG-
0124L (Udalski et al. 2015), OGLE-2014-BLG-0939 (Yee et al. 2015) and OGLE-
2014-BLG-1050L (Zhu et al. 2015).

Gaia

Gaia is a ESA space satellite operated at the second Lagrange point of the Sun-Earth-
Moon system. Gaia consists of two 1.45 × 0.5m telescopes and was launched on
19 December 2013. The Gaia scientific goal is to perform astrometry of all objects
down to magnitude 20. Scanning frequency depends on the target celestial position.
There are objects that will be observed almost 200 times during its five-year main
mission, while some objects are observed for only a few ten times. On average,
Gaia monitors each target about 70 times over five-year period (Gaia Collaboration
et al. 2016). Although, Gaia is not desired to perform microlensing survey. Gaia
can measure microlensing and astrometric microlensing signal provided by nearby
lenses (Belokurov and Evans 2002). To date, Gaia discovered few microlensing
events, such as Gaia16aue and Gaia16aye.
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Chapter 3
Transit Timing Variation
and Transmission Spectroscopy
Analyses of the Hot Neptune GJ3470b

The transit method is one of the most effective exoplanet detection method, detecting
more than 2,700 exoplanets, including over 2,300 by Kepler (Morton et al. 2016).
The transit method can detect planets ranging in size fromEarth to larger than Jupiter.
The transit timing variation (TTV)method has been used to find at least 10 additional
exoplanets and a hundred of candidates (Agol et al. 2005; Holman andMurray 2005;
Holman et al. 2010; Ford et al. 2012a, b; Fabrycky et al. 2012; Steffen et al. 2012a, b,
2013; Mazeh et al. 2013).

In addition to the discovery of new exoplanets, characterization of planetary inte-
riors and atmospheres is a rapidly developing area. One method that is used to study
planetary atmospheres is transmission spectroscopy, which measures the variation
in transit depth with wavelength (Seager and Deming 2010). This method has been
applied to several transiting exoplanets [e.g. HD189733b (Grillmair et al. 2008;
Swain et al. 2010), GJ1214b (Bean et al. 2010a; Kreidberg et al. 2014) and GJ436b
(Knutson et al. 2014)].

GJ3470b is a hot Neptune exoplanet orbiting an M dwarf and the first sub-Jovian
planet to exhibit Rayleigh scattering. In this Chapter, we present transit timing varia-
tion and transmission spectroscopy analyses of multi-wavelength optical photometry
from telescopes at the Thai National Observatory, and the 0.6-m PROMPT-8 tele-
scope in Chile (Awiphan et al. 2016a).

3.1 Characterizing Transiting Exoplanet

3.1.1 Probability of Transits

A planetary transit occurs when a planet moves in front of its host star and blocks
a fraction of stellar light, causing the dimming of the stellar brightness. In order to
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observe transiting exoplanets, only systemswith nearly edge-on orbit can be observed
using this technique. Therefore, only a small fraction of all planets can be observed
with the transit technique from the Earth.

The probability of detecting transit events (Ptran) relates to the host star’s radius
and the distance between star and planet (Borucki and Summers 1984). Since plan-
etary systems in the Galaxy are likely to be randomly oriented, the probability of
detecting transiting exoplanets is equal to the ratio of the solid angle in which planets
will be seen to transit to the total solid angle, 4π, For a system with elliptical orbit,
the geometric probability of transit can be written as,

Ptran =
(
R∗ + Rp

ap

) (
1 + ep cos(π/2 − ωp)

1 − e2p

)
, (3.1)

where ep is the orbital eccentricity of the planet and ωp is the planet argument of
periastron (Charbonneau et al. 2007). However, the orbital parameters ep and ω
are not known for all planets. As more than 2,700 transiting exoplanet have been
discovered to date, most of them are short orbital period exoplanets, due to their
higher detection probabilities.

3.1.2 Transiting Exoplanet Light Curves

The transiting exoplanet light curve is described by the total measured flux of star
and planet,

F = Fp + F∗ −
⎧⎨
⎩
0 outside eclipses ,

F∗αtra transits ,

Fpαocc occultations ,

(3.2)

where Fp and F∗ are the flux of planet and star, respectively. α is the fraction of
overlap area between planet and star during transit. The shape of transit dip in transit
light curve is described by three main parameters: transit depth, transit duration, and
ingress/egress duration. These parameters depend on the sizes of star and planet,
orbital inclination and separation of the planet (Fig. 3.1).

Transit Depth

The relative depth of a transit is given by the ratio of projection area of the planet
radius, Rp, and the star radius, R∗,

δ =
(
Rp

R∗

)2 (
1 + Fp

F∗

)
. (3.3)
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Fig. 3.1 Transiting light curve with four contact points and three main parameters: transit depth,
transit duration, and ingress and egress durations. Adapted from Winn (2010)

The planetary flux is very faint compared to the stellar flux. Therefore, the planet
flux is usually assumed to be negligible:

δ ≈
(
Rp

R∗

)2

. (3.4)

Thus, the measurement of transit depth can provide the radius of the exoplanet.
The stellar and planetary fluxes are assumed to be constant, however, in reality, the
stellar variability might cause a significant change in the transit light curve (Czesla
et al. 2009; Silva 2003). Transit light curves are also not flat-bottomed, due to limb
darkening effect, which causes a fainter surface brightness near the limb of the star.
In general, limb darkening is described using a quadratic law where the intensity, I ,
of the star at a point (X ,Y ) in Fig. 3.1 is

I ∝ 1 − c1(1 −
√
1 − X2 − Y 2) − c2(1 −

√
1 − X2 − Y 2)2 , (3.5)

where c1 and c2 are quadratic limb darkening coefficients (See Sect. 3.1.4).

Transit Duration

The transit duration is the time between the first and last contact points of the transit.
For a circular orbit, the duration is defined by,
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τ̄ = TIV − TI = Pp

π
arcsin

(√
1 − b2

(ap/R∗)2 − b2

)
, (3.6)

where b is impact parameter, the minimum sky-projected distance between star and
planet in the units of stellar radius,

b = ap cos i

R∗
1 − e2

1 + e sinωp
. (3.7)

For a circular orbit, the value depends only on the orbital inclination and the
planet-star distance:

b = ap

R∗
cos i. (3.8)

From theKepler’s third law, P2 ∝ a3/(M∗ + Mp), if the system has edge-on orbit
and the planetary mass is neglected, the transit duration may be written as,

τ̄ = R∗
ap

Pp

π
=

(
3

Gπ2

P

ρ∗

) 1
3

, (3.9)

where ρ∗ is the mean density of the star. Therefore, if we can measure the transit
duration, the mean stellar density can be estimated (Seager and Mallén-Ornelas
2003; Perryman et al. 2005). In the case of a planet with an eccentric orbit, the transit
duration formula is much more complicated. Many theoretical models have been
proposed, such as Tingley and Sackett (2005) and Winn (2010).

Ingress and Egress Durations

The shape of the transit light curve is also defined by ingress (τing), and egress (τegr )
durationswhich are the timing between first and second contacts, and third and fourth
contacts, respectively. The ingress and egress durations are equal for a planet with a
circular orbit:

τ = τing = τegr = TII − TI = TIV − TIII = τ̄
Rp

R∗

√
1 − b2 . (3.10)

However, τing and τegr are unequal for an eccentric orbit, because of the variation
in projected speed (Winn 2010). For an edge-on circular system, Southworth et al.
(2007) suggests that the transit ingress and egress durations can be use to estimate
the planetary surface gravity, gp, by using Kepler’s third law and radial velocity
observation (Eq. 2.1),

τ = τing = τegr = Rp

ap

Pp

π
=

√
2

π

PpK∗
gp

. (3.11)
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3.1.3 Determining System Parameters

One of the main goals of observing transiting exoplanets is to determine the host
star’s and planet’s physical parameters. However, the transit technique can provide
only some orbital parameters of the planet. In order to obtain all parameters, radial-
velocity data and some stellar parameters are required. In this section, the calculations
of some planetary parameters from transit data are provided.

Impact Parameter

The impact parameter, b, is sky-projected distance between the centre of the star’s
disk and the centre of the planet’s disk at conjunction. The impact parameter can be
written in term of τ̄ and τ in the case of circular orbit system,

b2 = (1 − Rp

R∗ )2 − (
τ̄−2τ

τ̄

)2
(1 + Rp

R∗ )2

1 − (
τ̄−2τ

τ̄

)2 . (3.12)

For a systemwith small planet and τ � τ̄ , the impact parameter can be approximated
as,

b2 = 1 − Rp

R∗
τ̄

τ
. (3.13)

Scaled Stellar Radius

The scaled stellar radius, R∗/a, is the ratio between stellar radius and semi-major
axis of planetary orbit. For non-grazing transits and the limit Rp � R∗ � a, the
scaled stellar radius may be written as,

R∗
a

= π
√

τ̄ τ − τ 2

P

√
R∗
Rp

(√
1 + e sinω√
1 − e2

)
, (3.14)

and, in the small-planet limit,

R∗
a

= π
√

τ̄ τ

P

√
R∗
Rp

(√
1 + e sinω√
1 − e2

)
. (3.15)

Mean Stellar Density

The scaled stellar radius can be used to determine a combination of the stellar mean
density, ρ∗, and planetary mean density, ρp:

ρ∗ +
(
RP

R∗

)3

ρp = 3π

GP2

(
a

R∗

)3

. (3.16)

In general cases, the planet-star radius ratio is small, so the stellar mean density can
be obtained from the transit light curve:
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ρ∗ = 3π

GP2

(
a

R∗

)3

. (3.17)

3.1.4 Limb-Darkening

The effect of the limb-darkening, inwhich the star is brighter in themiddle and fainter
at the edge, affects the shape of transit light curve by rounding the boxy transit light
curve profile, because the declined flux during the transit is larger than the flux of
a uniform source near the centre of transit and smaller near the edge. The change
in brightness due to the limb darkening effect depends on the opacity of the stellar
atmosphere and is strongly wavelength dependent. In order to quantify the effect,
many limb-darkening laws have been advocated:

• Linear law
I (μ)

I0
= 1 − u(1 − μ) , (3.18)

• Quadratic law
I (μ)

I0
= 1 − a(1 − μ) − b(1 − μ)2 , (3.19)

• Square root law
I (μ)

I0
= 1 − c(1 − μ) − d(1 − √

μ) , (3.20)

• Logarithmic law
I (μ)

I0
= 1 − e(1 − μ) − f μ ln(μ) , (3.21)

where I0 is the specific intensity at the centre of the disk. u, a, b, c, d, e and f
are the limb-darkening coefficients. The quantity μ is defined by μ = cos(γ) =√

(1 − r2) = √
1 − X2 − Y 2 (Fig. 3.1), where γ is the angle between the line of

sight and the emergent intensity and 0 � r � 1 is the normalized radial coordinate
on the disk of the star. Claret (2000) proposed a nonlinear limb-darkening law that
fits a wide range of stellar models:

I (μ)

I0
= 1 −

4∑
n=1

cn(1 − μn/2) , (3.22)

where cn is the nonlinear limb-darkening coefficient. This effect can cause inaccura-
cies in planetary parameter measurements from the transit light curve. On the other
hand, the limb-darkening effect in the transit light curves can provide information
about host stars opacities (Knutson et al. 2007).
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3.1.5 Transit Timing Variations

Transit timing variation (TTV) is a change in the transit ephemeris due to a change
in the planetary orbital phase caused by the gravitational interactions of third bodies
in the system, such as exoplanets or exomoons. In an idealized single transiting
exoplanet system, the transit occurs at a constant interval which equals the planetary
orbital period. But, in a multiple planet system, gravitational interactions between
planets can cause a periodic change in orbital period, resulting in a non-zero TTV.
The TTV can be used to detect additional planet, although the additional planets’
transits may not be detected. However, the presence of TTV signals can be caused
by many other potential scenarios, such as orbital precession and orbital decay.

For a TTV caused by a second planet, the amplitude of the TTV signal depends
on the perturber’s mass, which can be even lower Earth-mass, and the orbital period
of the transiting planet (Holman and Murray 2005; Agol et al. 2005). The amplitude
can be increased, if there is a mean-motion resonance (MMR) between planet orbital
periods (Agol et al. 2005). An Earth-mass exoplanet in 2:1 resonance with a 3 day
orbital period hot Jupiter would cause a 3 minute TTV signal. In 2010, Holman et al.
(2010) announced the first successful exoplanet TTV signal detection in the Kepler-9
system. To date, at least 10 exoplanets have been discovered using this method.

The TTV detection requires good phase coverage and a long uninterrupted base-
line of measurements which is rarely done from ground-based observations due to
weather and daylight. Veras et al. (2011) suggested the number of consecutive transit
observations necessary in order to characterize the perturbing planet is ≥50 obser-
vations, which could be done with Kepler (Mazeh et al. 2013). Even if the TTV
curve is well sampled, it is still difficult to measure the mass of perturbing planet
(Nesvorný and Morbidelli 2008; Boué et al. 2012). However, Jontof-Hutter et al.
(2015) measured the mass of Kepler-138b, a Mars-mass exoplanet, using TTV by
assuming co-planarity and mutual inclination of the system.

To date, no large TTV signals have been detected from ground-based surveys,
but Kepler detected a few high amplitude TTVs (e.g Holman et al. 2010; Ballard
et al. 2011; Carter et al. 2012; Lissauer et al. 2013; Jontof-Hutter et al. 2014). The
discoveries of non-transiting exoplanets from Kepler provide useful information on
the nature of the planets. Steffen et al. (2012b) used six quarters of Kepler data to
search for planets orbiting near hot Jupiters (1 ≥ Pp ≥ 5 days), but none of 63 hot
Jupiter candidates shows evidence of a TTV signal. However, 5 of 31 warm Jupiters
(6.3 ≥ Pp ≥ 15.8 days) show evidence of TTVs in that study.

3.1.6 Transmission Spectroscopy

During a transit, the light from the host star is filtered through the upper atmosphere
of the planet and a portion of the light is absorbed. The absorption is wavelength
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Fig. 3.2 The measurements (black circles) and theoretical transmission spectrum of GJ1214b for
atmospheres with a solar composition (orange squares), a 100% water vapour composition (blue
triangles) and a mixed composition of 70% water vapour and 30% molecular hydrogen by mass
(green stars) (Bean et al. 2010a)

dependent due to the scattering properties of elements andmolecules in the planetary
atmosphere (Fig. 3.2). At the wavelengths with high atmospheric absorption, the
planet appears larger than the observations at wavelengths with low atmospheric
absorption, due to the additional blocking area from opaque atmosphere:

Rp(λ)

Rp(λ0)
=

√
�F

F
(λ), (3.23)

where �F
F (λ) is relative flux drop (Seager and Sasselov 2000; Brown 2001; Hubbard

et al. 2001; Hui and Seager 2002). Therefore, by observing transits and determining
the exoplanet’s radius at multiple wavelengths, the absorption spectrum and the
composition of the planetary atmosphere can be inferred (Swain et al. 2008). This
method is called transmission spectroscopy.

For an ideal gas atmosphere in hydrostatic equilibrium with a cloudless atmo-
sphere, the planetary pressure changes with the altitude as d ln(p) = − 1

h dz, where
h is the atmospheric scale height:

h = kBTp

μgp
, (3.24)

with kB the Boltzmann constant, Tp the planet’s temperature, μ the mean molecular
mass of planet atmosphere and gp the planetary surface gravity. Without any atomic
or molecular absorption, a scaling law for the scattering cross section, σ, is assumed
to beσ = σ0(λ/λ0)

α, whereα is a scaling factor (α = −4 for Rayleigh scattering), as
in Lecavelier Des Etangs et al. (2008). Therefore, the slope of the planetary radius as
a function of wavelength can be express as dRp/d ln λ = αh. From the atmospheric
scale height relation, the mean molecular weight of the planetary atmosphere can be
estimated as
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μ = αTpkb

(
gp

dRp

d ln λ

)−1

. (3.25)

For gas giant planets, their atmospheres are defined by the region above the altitude
where the planet’s atmosphere becomes optically thick and absorbs all light at all
wavelengths. Therefore, the presence of cloud in the planet’s atmosphere can prevent
radiation from being transmitted deep into the planet, which can cause a shallower
atmospheric scale height than a cloud-free atmosphere. In the case of a cloudless
atmosphere, absorption lines from volatile molecules at near-infrared wavelengths
should be detectable.

On the other hand, an exoplanet with low atmospheric H/He abundance provides a
smaller scale height andflatter transmission spectrum.However, the presence of high-
altitude hazes might cause difficulty in separating between H/He-rich and volatile-
rich envelopes, because the haze can hide molecules in the lower atmosphere and
produce near-infrared transmission spectra dominated by Mie scattering (Howe and
Burrows 2012).

To date, Kepler has discovered more than 4,000 planetary candidates (Coughlin
et al. 2016). Most of them are super-Earth and Neptune-sized planet candidates (1.25
− 6 R⊕) which confirms the large fraction of small planets, super-Earth andNeptune-
like exoplanets within the exoplanet population (Howard et al. 2012; Coughlin et al.
2016). Exoplanets within this radius range likely comprise solid core (super-Earths),
H/He gas and volatile envelope (Neptune-like exoplanets).

In order to classify the transition between super-Earths and Neptune-like exoplan-
ets, Lopez and Fortney (2014) suggested that planets with radius larger than about
1.75 R⊕ have H/He envelopes. Nevertheless, the transition point may vary between
1.5 and 2.0 R⊕ (Weiss and Marcy 2014; Marcy et al. 2014). Instead of classifica-
tion by planetary radii, Rafikov (2011) studied envelope accretion of Neptune-like
planets and suggested a mass transition limit at 10 M⊕ or larger for close-in planets.
Piso et al. (2015) also suggested that the minimum core mass to form a Neptune-like
planet is ∼8 M⊕ at 5 AU and ∼5 M⊕ at 100 AU. However, in the case of low-
density super-Earth-sized exoplanets, the mass of the planet alone cannot be used to
be a classification [e.g. Kepler-11f (Fig. 3.3, Lissauer et al. 2011) and Kepler-51b
(Masuda 2014)]. Planetary average densities are also unable to confirm the predicted
transition between super-Earths and Neptune-like exoplanets, due to the broad range
of detected planet densities which overlap the transition range (Howe et al. 2014).

One feature that can be used to determine the core-to-envelope transition regime is
the amount of hydrogen and helium in the planet envelope (Miller-Ricci and Fortney
2010). An exoplanet with H/He-rich atmosphere has a large atmospheric scale height
due to its smallmeanmolecularweight. Therefore, transmission spectroscopy studies
of a super-Earth and Neptune-sized planet provide not only information on the plan-
etary atmospheres, but also its classification between super-Earths and Neptune-like
exoplanets.
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Fig. 3.3 Mass-radius relationship of exoplanets in Kepler-11 system (filled circles with labels),
other transiting exoplanet (open squares): in order of ascending radius, Kepler-10b, CoRoT-7b,
GJ1214b, Kepler-4b, GJ436b and HAT-P-11b, and planets in the Solar system (open triangles):
Venus (V), Earth (E), Neptune (N) and Uranus (U). The colours of the points show planetary
temperatures and lines represent models of planets (Lissauer et al. 2011)

3.2 Photometry Pipeline

The photometric study of transiting exoplanets requires very precise analysis due to
the small variation of the transit light curve. We perform photometric analysis using
Python photometry scripts. The method of photometric reductions are shown in this
section.

Signal Calculation

To obtain the brightness of an object, the signal count in a certain area on the CCD is
used. The count can be defined as summation of the signal inside a circular aperture.
As some pixels are at the edge of the aperture, the signal, S, at that pixel is weighted
by the fraction of the aperture area in that pixel.

Sky Background Calculation

The sky is not completely dark, due to the light from both nearby stellar sources and
scattered light from Earth sources. The background level of each object is calculated
from the mode of the signal inside an annulus around the object. The mode of the
background is estimated from the formula (Da Costa 1992),

mode = 3 × median − 2 × mean . (3.26)

In followingwork, the pixelswith signal larger than 3-σ variation are also rejected.
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Centroid Calculation

In order to obtain full transit light curves, observations must be taken over hours.
As the telescope might not be fully-guided, the positions of object in the images
will shift a few pixels during the observations. Therefore, the centroid point of each
object in each image must be calculated in order to get the precise position of the
object. In the script, we provide two methods to calculate the centroid of the star.

• Maximum Light Method

In this method, we calculated the sum of the signal in the defined aperture. The centre
of the apertures was shifted by a defined step size within a square box region. The
position that provides the maximum signal is taken to be the centroid of the object
in that image.

• Image Centroiding Method

In the image centroidingmethod, the centroid is calculated using the centroid position
of the signal on both axis (Da Costa 1992). For a box of size 2a × 2a, the summation
of signal, S, in both x and y axis are

Xi =
a∑

j=−a

Si, j (3.27)

and

Y j =
a∑

i=−a

Si, j , (3.28)

where i and j is the x and y position in the box. The mean intensity in x and y are

X̄ = 1

2a + 1

a∑
i=−a

Xi (3.29)

and

Ȳ = 1

2a + 1

a∑
j=−a

Y j . (3.30)

For the positions where the signal is above the mean density, the centroid is
defined by,

X =
∑a(Xi≥X̄)

i=−a (Xi − X̄)xi∑a(Xi≥X̄)
i=−a (Xi − X̄)

, (3.31)



34 3 TTV and Transmission Spectroscopy Analyses of GJ3470b

and

Y =
∑a(Y j≥Ȳ )

j=−a (Y j − Ȳ )y j∑a(Y j≥Ȳ )

j=−a (Y j − Ȳ )
, (3.32)

where x and y is the x and y position in the image.

3.3 Hot-Neptune GJ3470b

An exoplanet around a nearby M dwarf is favourable for transmission spectroscopic
studies, due to its large planet-host radius ratio. GJ3470b was first discovered with
the HARPS spectrograph and confirmed with follow-up transit observations with the
TRAPPIST, Euler and NITES telescopes (Bonfils et al. 2012). GJ3470b is a good
target for transmission spectroscopy because it has a large change in transit depth
with wavelength due to its large atmospheric opacity (Bento et al. 2014). GJ3470b
is also the first sub-Jovian planet that shows a significant Rayleigh scattering slope
(Nascimbeni et al. 2013). To date, GJ3470b has been observed at several optical and
near-infrared wavelengths (Fukui et al. 2013; Crossfield et al. 2013; Demory et al.
2013; Nascimbeni et al. 2013; Biddle et al. 2014; Ehrenreich et al. 2014; Dragomir
et al. 2015).

Fukui et al. (2013) observed GJ3470bwith simultaneous optical and near-infrared
observations with the 0.5 m MITSuME and 1.88 m telescopes at Okayama Astro-
physical Observatory. They suggested that GJ3470b has a cloud-free atmosphere.
Nascimbeni et al. (2013) combined their optical observations with the Large Binoc-
ular Telescope (LBT) (Demory et al. 2013; Fukui et al. 2013). Their result suggests
that the GJ3470b atmosphere is cloud-free with a high-altitude haze of tholins. They
also found a strong Rayleigh-scattering slope at visible wavelengths.

However, Crossfield et al. (2013) performed an observation with the MOSFIRE
spectrograph at the Keck I telescope. They concluded that the GJ3470b atmo-
sphere yields a flat transmission spectrum which indicates methane-poor, metal-
rich, optically-thick clouds or a hazy atmosphere. Biddle et al. (2014) presented
12 new broad-band optical transit observations and concluded that GJ3470b has a
hydrogen-rich atmosphere exhibiting a strong Rayleigh-scattering slope from a hazy
atmosphere with 50 times solar abundance.

A recent study by Ehrenreich et al. (2014) with theWide Field Camera-3 (WFC3)
on the Hubble Space Telescope (HST) in the near-infrared also suggested that
GJ3470b is dominated by a cloudy hydrogen-rich atmosphere with extremely low
water volume mixing ratios (<1ppm). Dragomir et al. (2015) provided shorter-
wavelength transmission spectroscopic results with the LCOGT network and the
Kuiper telescope in order to verify the Rayleigh scattering signal in the 400–900nm
region. They found a strong Rayleigh scattering slope that indicates a H/He atmo-
sphere with hazes as in previous studies.
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Fig. 3.4 Finder chart of GJ3470 and reference stars generated from Aladin (See http://aladin.u-
strasbg.fr/)

GJ3470b is also a good target to observe with small telescopes, as it is a nearby
M-dwarf with I ≈ 12 and has many bright reference stars (Table 3.1). Moreover, the
system is located in an uncrowded field that is good for small telescopes with large
pixel size (Fig. 3.4).

3.4 Observations and Data Analysis

3.4.1 Photometric Observations

Photometric observations of exoplanet GJ3470b were conducted between December
2013 and March 2016. We obtained 10 transits, including 6 full transits and 4 partial
transits. The UT date of the mid-transit time, instrument, filter, exposure time and

http://aladin.u-strasbg.fr/
http://aladin.u-strasbg.fr/
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Table 3.1 GJ3470 and reference stars from Fig. 3.4 locations and magnitudes based on Sloan
digital sky survey III, catalogue DR10 (Ahn et al. 2014)

RA Dec Name u
′

g
′

r
′

i
′

z
′

GJ3470 119.77446 15.39152 SDSS J075905.77+152328.8 15.93 15.44 11.87 10.76 10.58

1 119.77278 15.49438 SDSS J075905.46+152939.7 16.03 15.74 14.26 14.93 14.32

2 119.78615 15.48679 SDSS J075908.69+152911.5 16.77 15.60 15.03 14.79 14.67

3 119.79169 15.47531 SDSS J075910.02+152831.0 15.40 13.58 13.09 13.02 13.70

4 119.80238 15.46466 SDSS J075912.54+152752.2 17.37 15.58 15.49 14.63 14.48

5 119.73375 15.46569 SDSS J075856.09+152756.5 11.44 10.34 9.85 9.74 10.74

6 119.71049 15.46216 SDSS J075850.52+152743.7 16.25 13.70 12.55 12.53 13.92

7 119.84758 15.47029 SDSS J075923.41+152812.9 16.94 15.62 13.86 14.19 13.75

8 119.87124 15.45570 SDSS J075929.10+152720.3 16.08 14.69 14.15 16.17 13.86

9 119.86605 15.45583 SDSS J075927.85+152720.8 16.33 14.39 13.67 16.66 13.29

10 119.85844 15.45485 SDSS J075926.01+152717.3 20.17 17.65 16.21 15.44 15.04

11 119.82647 15.45255 SDSS J075918.34+152709.2 14.60 13.18 12.84 12.72 13.05

12 119.74911 15.45280 SDSS J075859.78+152710.0 16.54 15.20 14.73 14.52 14.40

13 119.74429 15.44268 SDSS J075858.62+152633.6 15.93 14.69 13.62 13.54 14.06

14 119.67215 15.44238 SDSS J075841.32+152632.5 16.01 14.89 16.20 14.65 14.61

15 119.66215 15.44350 SDSS J075838.89+152636.5 17.22 15.71 15.15 14.96 14.89

16 119.87621 15.42603 SDSS J075930.30+152533.0 18.23 15.70 14.29 13.84 13.12

17 119.80484 15.43000 SDSS J075913.15+152547.7 14.84 11.34 10.41 10.07 10.23

19 119.77672 15.41596 SDSS J075906.40+152457.4 15.71 14.37 13.92 15.99 13.72

20 119.80505 15.40192 SDSS J075913.21+152406.9 16.74 14.54 13.79 13.91 13.41

21 119.70301 15.40353 SDSS J075848.72+152412.4 16.31 15.02 15.69 14.47 14.40

22 119.65524 15.40720 SDSS J075837.25+152425.9 16.39 15.15 15.66 14.62 14.55

23 119.64390 15.40111 SDSS J075834.53+152403.7 15.35 15.43 15.39 12.57 13.65

24 119.64075 15.39658 SDSS J075833.78+152347.4 16.14 14.99 15.60 15.08 14.41

25 119.90595 15.38453 SDSS J075937.42+152304.1 17.91 15.96 15.23 14.97 14.83

26 119.90222 15.37913 SDSS J075936.53+152244.7 16.02 14.67 14.31 16.86 14.14

27 119.90544 15.37202 SDSS J075937.30+152219.1 16.11 14.96 14.63 14.52 14.51

28 119.86138 15.39209 SDSS J075926.74+152331.4 15.69 14.35 13.91 17.08 13.73

29 119.86248 15.38053 SDSS J075926.99+152250.4 15.98 14.95 14.17 14.93 12.46

30 119.85500 15.38338 SDSS J075925.20+152259.9 16.41 15.26 14.90 14.78 14.75

31 119.84313 15.37685 SDSS J075922.30+152236.0 16.88 15.22 14.63 15.11 14.38

32 119.84477 15.36552 SDSS J075922.75+152155.6 11.83 8.80 8.01 11.07 7.60

33 119.75398 15.37014 SDSS J075900.95+152212.5 16.16 15.05 14.75 14.66 14.65

34 119.75764 15.36403 SDSS J075901.82+152150.5 15.89 14.82 14.44 14.73 14.26

35 119.71917 15.36125 SDSS J075852.58+152140.7 14.94 13.91 13.48 16.09 13.36

36 119.72440 15.35343 SDSS J075853.85+152112.3 15.64 14.47 14.13 16.01 14.00

37 119.68601 15.35741 SDSS J075844.63+152126.5 14.55 11.93 11.98 12.02 13.17

38 119.85361 15.34760 SDSS J075924.86+152051.2 16.41 15.19 14.75 14.58 14.54

39 119.79249 15.34633 SDSS J075910.19+152046.6 17.17 15.68 15.13 14.93 14.84

40 119.81588 15.33937 SDSS J075915.80+152021.4 14.89 14.99 14.76 15.27 13.02

41 119.83754 15.32322 SDSS J075921.01+151923.4 17.10 15.40 14.69 14.50 14.35

42 119.80397 15.31666 SDSS J075912.94+151859.7 14.64 14.53 14.20 11.79 13.15

43 119.79459 15.31958 SDSS J075910.70+151910.3 14.60 12.18 12.52 14.76 13.11

44 119.78983 15.30434 SDSS J075909.56+151815.7 15.47 14.23 15.74 14.19 13.63

45 119.66704 15.32577 SDSS J075840.08+151932.7 14.79 13.28 12.95 12.84 13.13

46 119.76095 15.28545 SDSS J075902.62+151707.4 16.55 14.80 14.15 15.96 13.82

47 119.76455 15.27336 SDSS J075903.49+151624.0 15.89 14.52 14.06 17.33 13.85

48 119.75449 15.27806 SDSS J075901.08+151640.7 15.63 14.94 14.34 14.94 12.82

49 119.72018 15.28046 SDSS J075852.84+151649.5 16.26 14.86 13.19 12.82 13.05
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Table 3.2 Observation details for our transmission spectroscopy measurements of GJ3470b
(Awiphan et al. 2016a)

Observation date Telescope Filter Exposure (s) Number of
images

17 December 2013 TNO 0.5 m Cousins-R 20.0,15.0∗ 584

06 January 2014 TNO 0.5 m Cousins-R 15.0 500

10 January 2014 PROMPT-8 Cousins-R 10.0 425

04 March 2014 TNT Sloan z′ 5.65 1883

14 March 2014 TNT Sloan r ′ 8.29 1777

03 April 2014 TNT Sloan z′ 5.65 1254

22 January 2015 PROMPT-8 Cousins-R 10.0 449

06 March 2015 TNT Sloan r ′ 3.13 1500

16 March 2015 TNT Sloan i ′ 3.13 2755

17 March 2016 TNT Sloan g′ 14.85 550
∗The exposure time of the first 296 images is 20 s and the exposure time of the last 288 images is
15 s

number of frames in each observation are described below and are listed in Table 3.2.
The four-minute binned light curves are shown in Fig. 3.8.

0.5m Telescope at Thai National Observatory

Two full transit observations of GJ3470b were obtained through a Cousins-R filter
using an Apogee Altra U9000 3056 × 3056 pixel CCD camera attached to the
0.5m Schmidt–Cassegrain Telescope located at Thai National Observatory (TNO).
The field-of-view of each image is 58 × 58 arcmin2. For the first observation on
17 December 2013, the exposure time was set to be 20 s during the first half of
observations (296 images) and 15 s during the second half (288 images) due to the
variation in seeing at the site. On 6 January 2014, observations with a 20 s exposure
time were obtained. The dead time between exposures is ∼10 s.

PROMPT 8 Telescope (0.6m)

We observed two full transits with PROMPT 8, a 0.6 m robotic telescope at Cerro
Tololo Inter-American Observatory (CTIO), Chile, with a 2048 × 2048 pixel CCD
camera with a scale of 0.624 arcsec/pixel. The observations were performed with 10
s exposures and∼20s dead times through a Cousins-R filter on 10 January 2014 and
22 January 2015.

Thai National Telescope (2.4m)

Weconducted photometric observations ofGJ3470withULTRASPEC (Dhillon et al.
2014), a 1k× 1k pixel high-speed frame-transfer EMCCD camera, on the 2.4 m Thai
National Telescope (TNT) at TNO during the 2013-16 observing seasons (Fig. 3.5).
The camera has a field of view7.68× 7.68 arcmin2. The dead time between exposures
is only 14 ms. Observations through the z′, i ′, r ′ and g′ filters were performed on
separate nights (Fig. 3.6).



38 3 TTV and Transmission Spectroscopy Analyses of GJ3470b

Fig. 3.5 Interior (left) and exterior (right) photographs of the TNT (Dhillon et al. 2014)

Fig. 3.6 Transmission profiles of the ULTRASPEC SDSS filter set. The transmission of one of the
anti-reflection coatings used on the ULTRASPEC lenses (the CaF2 elements), the transmission of
the atmosphere for unit airmass and the quantum efficiency curve of the ULTRASPEC EMCCD
are shown by the dotted, dasheddotted and dashed lines, respectively (Dhillon et al. 2014)

During the 2013–2014observing season,wewere not able to performobservations
with our intended filters, due to a filter wheel problem at TNT. On 4March 2014 and
3 April 2014 observation, we aimed to observe with an i ′ band filter. However, a z′
band filter was used instead. On 14 March 2014, our r ′ band light curve during poor
seeing conditions was obtained, instead of a g′ band light curve. We subsequently
monitored GJ3470 for two nights in 2015 and one night in 2016 to obtain light curves
in i ′, r ′ and g′ bands. The sample image is shown in Fig. 3.7.

The host star, GJ3470, is anM-dwarf. Therefore, in Fig. 3.8, the g′ band light curve
provides smaller signal-to-noise ratio compared to other light curves. Although the
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Fig. 3.7 Photometric image of GJ3470b with 5.65 s exposure time from 4March 2014 observation
with 15, 30 and 40 pixel radius aperture, inner annulus and outer annulus, respectively

g′ filter light curve shows a large scatter, it is still an important inclusion for planetary
atmosphere modelling, especially for Rayleigh scattering curve fitting (Sect. 3.6.1).

3.4.2 Light Curve Analysis

The calibration was carried out using the DAOPHOT package and the photometry
was carried out using Python scripts which perform aperture photometry. In order to
fit the light curves,we use theTransitAnalysis Package (TAP, Gazak et al. 2012), a set
of IDL routines which employs the Markov Chain Monte Carlo (MCMC) technique
of Mandel and Agol (2002).

We combined our 10 light curves with 4 light curves from Bonfils et al. (2012), in
order to fit their mid transit times. Although Biddle et al. (2014) re-analyzed and fit
the mid-transit times of the Bonfils et al. (2012) data, they did not include the 12th
April 2012 transit.

We set scales for semi-major axis (a/R∗), period (P) and inclination (i) to be
consistent for all light curves. The planet-star radius ratio (Rp/R∗) and quadratic
limb darking coefficients are taken to be filter dependent. The mid-transit times
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Fig. 3.8 Light curves of GJ3470b with 4 min binning and with the best fit model from the TAP
analysis. The best fit model light curves in all filters are shown in the bottom right panel with
arbitrary off-sets (−0.0025,−0.0050,−0.0075 and−0.0100). Thick yellow, red, orange, green and
blue lines represent the best fit model in Cousins-R, z′, i ′, r ′ and g′ filters, respectively (Awiphan
et al. 2016a)

(T0) observed at the same epoch are also fixed to be the same value. From the
previous studies, the eccentricity of the system is less than 0.051 (Bonfils et al.
2012). Therefore, in this work, a circular orbit is assumed. 1,000,000 MCMC steps
are performed and the best fits from TAP are shown in Fig. 3.8.

The orbital elements calculated by TAP are compared with the results from previ-
ous studies in Table3.3. The results from TAP provide a compatible planetary orbital
period, inclination and scaled semi-major axis that agree to within 2-σ with results
from previous studies. Table3.4 compares the quadratic limb darkening coefficients
(u1 and u2) with the values from the Claret and Bloemen (2011) catalogue, which
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Table 3.4 GJ3470 quadratic limb darkening coefficients from our TAP analysis together with
predicted coefficients from the models of Claret and Bloemen (2011), with both least-square (L)
and flux conservation (F) fitting methods (Awiphan et al. 2016a)

Filter Best fit Claret L Claret F

u1 u2 u1 u2 u1 u2

R 0.585+0.023
−0.054 0.278+0.045

−0.091 0.4998 0.2329 0.5179 0.2101

g′ 0.568+0.062
−0.094 0.304+0.068

−0.099 0.5154 0.3046 0.5405 0.2724

r ′ 0.540+0.079
−0.047 0.212+0.081

−0.077 0.5419 0.2221 0.5572 0.2028

i ′ 0.469+0.026
−0.046 0.350+0.031

−0.074 0.3782 0.2830 0.4053 0.2486

z′ 0.356+0.081
−0.094 0.307+0.091

−0.112 0.3804 0.2361 0.2746 0.3311

Fig. 3.9 GJ3470 quadratic limb darkening coefficients, u1 (Top) and u2 (Middle) from our TAP
analysis (Red full-filled) togetherwith predicted coefficients from themodels of Claret andBloemen
(2011), with both least-square (L, Green half-filled) and flux conservation (F, Blue circle) fitting
methods. (Bottom) The bandpass of our filters: g′, r ′, Cousins-R, i ′ and z′ band (from left to right).
The bandpass colours have the same description as Fig. 3.8 (Awiphan et al. 2016a)

is based on the PHOENIX model,1 with both least-square and flux conservation fit-
tingmethods.We use the limb darkening coefficients of a starwith stellar temperature
Teff = 3500 K, surface gravity log(g∗) = 4.5 and metallicity [Fe/H] = 0.2, which is
the nearest grid point (Teff = 3600 ± 100 K, log(g∗) = 4.658 ± 0.035 and [Fe/H] =
0.20 ± 0.10 (Demory et al. 2013)). The Claret and Bloemen (2011) catalogue pro-
vides compatible (within 2-σ variation) limb darkening coefficients with the best fit
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coefficients from TAP (Fig. 3.9). Therefore, in following work, we use best fit limb
darkening coefficients from TAP to obtain planetary parameters.

3.4.3 Stellar and Planetary Characterizations

In order to obtain planetary physical parameters, the parameters of the host star
must also be considered. The mean stellar density is calculated by Kepler’s third
law neglecting planetary mass. From the TAP result, the mean density of GJ3470 is
ρ∗ = 3.30 ± 0.17ρ�. This result is consistent with the value derived by other works
(Table 3.5).

To find other stellar and planetary parameters, we adopt a stellar mass, M∗ =
0.539+0.047

−0.043M� from Demory et al. (2013), which was obtained from the average
of the J−, H−, and K−band mass-luminosity (M-L) relations of Delfosse et al.
(2000). We also adopt a radial velocity amplitude parameter K

′ = 13.4 ± 1.2 m
s−1d1/3 from Demory et al. (2013), where

K
′ = K P1/3

p = (2πG)1/3Mpsini

(M∗ + Mp)2/3
(3.33)

for a circular orbit. In the above equation, K is the radial velocity semi-amplitude,
Mp is the planet mass, M∗ is the host star mass and G is the gravitational constant.

Combining with the mean density, the calculated radius of the GJ3470 host star
is R∗ = 0.547 ± 0.018R�. The planetary radius is calculated from the planet-star
radius ratio, which is wavelength dependent. We use the ratio in the Cousins-R
waveband to calculate a radius, Rp = 4.57 ± 0.18R⊕.

The calculated planetary mass and density are Mp = 13.9 ± 1.5M⊕ and ρp =
0.80 ± 0.13 g cm−3. The range of planetary equilibrium temperature, Tp, can be
derived from the relation,

Tp = Teff

(
1 − A

4F

)1/4 (
R∗
2ap

)1/2

(3.34)

Table 3.5 Mean stellar
density of GJ3470 from our
TAP analysis and previous
studies (Awiphan et al. 2016a)

Reference Stellar density (ρ�)
Bonfils et al. (2012) 4.26 ± 0.53

Demory et al. (2013) 2.91 ± 0.37

Pineda et al. (2013) 4.25 ± 0.40

Fukui et al. (2013) 3.32 ± 0.27

Nascimbeni et al. (2013) 2.74 ± 0.19

Crossfield et al. (2013) 3.49 ± 1.13

Biddle et al. (2014) 3.39+0.30
−0.32

This work 3.30 ± 0.17

1See http://phoenix.ens-lyon.fr/simulator/.

http://phoenix.ens-lyon.fr/simulator/
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Table 3.6 Summary of GJ3470b properties (Awiphan et al. 2016a)

Parameter Symbol Value Unit

Stellar parameters

Stellar mass M∗ 0.539+0.047
−0.043

∗ M�
Stellar radius R∗ 0.547 ± 0.018 R�
Stellar density ρ∗ 3.30 ± 0.17 g cm−3

Stellar surface gravity log(g∗) 4.695 ± 0.046 cgs

Stellar effective temperature Teff 3600 ± 100* K

Stellar metallicity [Fe/H] 0.20 ± 0.10*

Planetary parameters

Orbital period P 3.3366496+0.0000039
−0.0000033 d

Orbital inclination i 89.13+0.26
−0.34 deg

Semi-major axis a 0.0355 ± 0.0019 AU

Epoch of mid-transit (BJD) T0 2455983.70421 d

Radial velocity amplitude parameter K
′

13.4 ± 1.2 ∗ m s−1d1/3

Planetary mass Mp 13.9 ± 1.5 M⊕
Planetary radius Rp 4.57 ± 0.18 R⊕
Planetary density ρp 0.80 ± 0.13 g cm−3

Planetary equilibrium temperature Tp 497–690 K

Planetary surface gravity log(gp) 2.815 ± 0.057 cgs

Planetary atmospheric scale height h 760 ± 140 km

Planetary atmospheric mean molecular weight μ 1.08 ± 0.20
∗Adopted value from Demory et al. (2013)

In the calculation, we use Teff = 3600 K and a/R∗ = 13.98 and their uncertainties
are not taken into account. The temperature range in our work, due to the possible
range of Bond albedo and the heat redistribution factor, is Tp = 497–690K. The list
of all parameters from the analysis is shown in Table 3.6.

3.5 Transit Timing Variations Analysis of GJ3470b

3.5.1 O-C Diagram

Themeasuredmid-transit time of a photometric light curve always has somevariation
due to noise. However, as discussed in Sect. 3.1.5, variations can be caused by the
gravitational interaction of other objects in the system, such as other exoplanets or
exomoons. Therefore, we can use the mid-transit times of GJ3470b to place limits
on transit timing variations. From the TAP analysis, the mid-transit times of 14 light
curves are shown in Table 3.7.
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Table 3.7 Mid transit of GJ3470b from our TAP analysis (Awiphan et al. 2016a)

Observing date Mid-transit time (BJD)
(BJD-2450000)

(O − C) (d)

26 February 2012∗ 5983.7015+0.0015
−0.0015 −0.0026

07 March 2012∗ 5993.7152+0.0014
−0.0014 0.0012

12 April 2012∗ 6030.4177+0.0010
−0.0010 0.0006

17 December 2013 6644.3602+0.0011
−0.0014 −0.0006

06 January 2014 6664.3812+0.0017
−0.0017 0.0005

10 January 2014 6667.7169+0.0021
−0.0021 −0.0004

04 March 2014 6721.1038+0.0004
−0.0005 0.0001

14 March 2014 6731.1162+0.0011
−0.0011 0.0026

03 April 2014 6751.1332+0.0007
−0.0008 −0.0004

22 January 2015 7044.7603+0.0019
−0.0024 0.0015

06 March 2015 7088.1370+0.0008
−0.0007 0.0018

16 March 2015 7098.1455+0.0004
−0.0005 0.0003

17 March 2016 7465.1750+0.0017
−0.0014 −0.0017

∗Re-analyzed Bonfils et al. (2012) data

Fig. 3.10 O-C diagram of
exoplanet GJ3470b. Epoch
= 0 is the transit on 26
February 2012. The red
filled, cyan half-filled and
unfilled markers represent
the mid-transit time from our
observations, re-analysed
Bonfils et al. (2012)
observations and other
previous published
observations, respectively
(Awiphan et al. 2016a)

We use these mid-transit times, and those from previous studies, to plot the epoch
of each transit against the observed minus the calculated time (O − C) in order to
find the TTV of GJ3470b. We perform a linear fit to the O − C diagram to correct
GJ3470b’s ephemeris. The best linear fit (reduced chi-squared, χ2

r,L = 2.11) gives a
corrected ephemeris of

T0(E) = 2455983.70421(±0.00053) + 3.33665(±0.00001)E (BJD), (3.35)

where E is the number of epochs from the 26 February 2012 transit, the first transit of
Bonfils et al. (2012). In Fig. 3.10, theO − C diagram shows that there is no significant
variation of the mid-transit time. Almost all of them are consistent within 2-σ.
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3.5.2 Upper Mass Limit of the Second Planet

From Sect. 3.5.1, the O − C diagram shows no significant TTV signal, indicating
that there are no nearby massive objects, which have strong gravitational interaction
with GJ3470b. We use this to compute an upper mass limit on a second planet in the
system. We assume that the second planet is in a circular orbit that is also coplanar
with GJ3470b’s orbit. We use the TTVFaster code (Agol and Deck 2016), which
computes the TTV signal from analytic formulae.

We employ two methods to measure the upper mass limit. First, we calculate
the TTV signal for the second planet over a mass range from 10−1M⊕ to 103M⊕
with steps of 0.01 in log(M). We sample a period ratio of the perturbing planet and
GJ3470b over a ratio range from 0.30 to 4.50 with 0.01 steps. At each grid point,
the initial phase of the perturber is varied between 0 and 2π with π/18, 000 steps in
order to cover all alignments of the second planet at E = 0. For each period of the
perturber planet, the minimum mass which produces a TTV signal higher than the
measured TTV limit is taken to be the upper mass limit for that period. As the highest
TTV signal from the O − C diagram is 498 s, upper mass limits corresponding to
TTV amplitudes of 400, 500 and 600 s are calculated and shown in Fig. 3.11.

The second method uses the reduced chi-squared of the best-fit between the
observed TTV signal and the signal from TTVFaster. The grid points and the
initial phase of second planet are varied as in the first method. From Sect. 3.5.1, the
best linear fit using a single-planet model is χ2

r,L = 2.11. We assess the improve-
ment to the fit of introducing a second planet though the delta reduced chi-squared
statistic, �χ2

r = χ2
r − χ2

r,L, where χ2
r is the best fitting TTV model at the given mass

and period. In Fig. 3.11, �χ2
r is shown as a function of perturber mass and period.

The preferred planet models are shown in Fig. 3.11 as negative valued �χ2
r regions.

The best fit TTV models are shown with the black dotted line in Fig. 3.11, which is
produced by averaging over period ratio bins of width 0.05.

Unstable orbit regions are calculated from the mutual Hill sphere between
GJ3470b and the perturber. For two-planet systems in coplanar and circular orbits,
the boundary of the stable orbit is when the separation of the planets’ semi-major
axes (aout − ain) is larger than 2

√
3 of the mutual Hill sphere (Fabrycky et al. 2012)

rH = ain + aout
2

(
Min + Mout

3M∗

)1/3

. (3.36)

In Eq. 3.36, ain and aout are the semi-major axis of the inner and outer planets,
respectively. The area of unstable orbits is shown by the black shaded region of
Fig. 3.11. Orbital resonances between GJ3470b and the second planet are shown as
vertical lines. In the cases where GJ3470b and the perturber are in a first-order mean
motion resonance, the upper mass limits are lower.

FromFig. 3.11, the TTV area, with a�χ2
r between−0.7 and−0.4with 35 degrees

of freedom is shown near the upper mass-limit of 400 s TTV amplitude. A nearby
second planet with period between 2.5 and 4.0 days is ruled out by both upper-mass
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Fig. 3.11 Upper mass limit of a second planet in the GJ3470 system. The blue dashed-dot, green
dashed and red solid lines represent the upper mass limit for 400, 500 and 600 s TTV amplitudes.
The contours show the �χ2

r between the best TTV fit and the best linear fit. The black dotted line
presents the best �χ2

r within a 0.05 period ratio bin. From left to right, the black vertical lines show
3:1, 2:1, 3:2, 4:3, 5:6, 4:5, 3:4, 2:3, 1:2, 1:3 and 1:4 resonance periods. The white vertical dashed
line shows the orbital period of GJ3470b (Awiphan et al. 2016a)

limit tests and the mutual Hill sphere area. A Jupiter-mass planet with period less
than 10 days is also excluded. From this result, we can conclude that there is no
nearby massive planet to GJ3470b.

3.6 Transmission Spectroscopy Analysis of GJ3470b

3.6.1 Rayleigh Scattering

As discussed in Sect. 3.1.6, transmission spectroscopy of an exoplanet can be seen
as a change in planet-star radius ratio as a function of wavelength. From Eq. 3.25,
we adopt a Bond Albedo, A = 0.3 and an equilibrium temperature, T = 624 ± 25
K from Demory et al. (2013). We assume the main physical process involved in
GJ3470b’s atmosphere is Rayleigh scattering (α = −4) without atomic or molecular
absorption. In order to find dRp/d ln λ, we combine our planet-star radius ratio with
previous optical observations. The plot of planet-star radius ratio versus wavelength
and the best fit model of the GJ3470b data with mean-molecular weight 1.00, 1.50,
2.22 (Jupiter) and 2.61 (Neptune) atmospheres are shown in Fig. 3.12.
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Fig. 3.12 (Top) Relation between planet-star radius ratio and wavelength in optical filters with
dRp/d ln λ slope fitting (Black thick line). The blue solid, dashed, dashed-dot and dotted lines
represent the best fit with mean-molecular weight 1.00, 1.50, 2.22 (Jupiter) and 2.61 (Neptune),
respectively. The markers have the same description as Fig. 3.10. (Bottom) The bandpass of our
filters: g′, r ′, Cousins-R, i ′ and z′ band (from left to right). The bandpass colours have the same
description as Fig. 3.8 (Awiphan et al. 2016a)

From the curve fit to the data in Fig. 3.12 and Eq. 3.25, a low mean molecular
weight of 1.08 ± 0.20 is obtained. This low mean molecular weight is consistent
with a H/He-dominated atmosphere as in previous studies (Nascimbeni et al. 2013:
1.32+0.27

−0.19 and Dragomir et al. 2015: 1.35 ± 0.44).

3.6.2 Atmospheric Composition

To determine the atmospheric composition, ideally a detailed atmospheric model
of GJ3470b is required. We rescale the planetary atmosphere models of Howe and
Burrows (2012). We use 114 models which have planetary equilibrium temperature
and mass close to GJ3470b (Tp = 700K, Mp = 10M⊕) as listed in Table 3.8. The
optical planet-star radius ratio data from Sect. 3.6.1 and infrared data from Demory
et al. (2013), Ehrenreich et al. (2014) are used to compute a reduced chi-squared
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(χ2
r,atm) between the rescaled models and the data. In Table 3.8, the 114 atmosphere

models with their best fit χ2
r,atm are shown (Fig. 3.13).

From the fitting, a CH4 atmosphere with a 100cm−3 particle abundance haze at
1–1000µbar altitude provides the best fit withχ2

r,atm = 1.40 or 1.38 for polyacetylene
or tholin haze, respectively. At near-infrared wavelengths, CH4 models provide the
best fit and the data are not compatible with a cloudy atmosphere model. However,
the models of Howe and Burrows (2012) do not provide an atmosphere with mixed
composition (the CH4 atmosphere is a 100% methane atmosphere), which might
be the cause of the poor fit to the data at optical wavelengths. From the Rayleigh
scattering slope, the mean molecular weight is too low to be a methane dominated
atmosphere. Therefore, the H/He dominated haze with high particle abundance, such
as high altitude polyacetylene and tholin with a methane contaminant, is preferred. A
model atmospherewith amixed-ratio composition should provide a better description
of the GJ3470b atmosphere.

3.7 Conclusion

In this Chapter, we have studied a transiting hot Neptune, GJ3470b, which is the
first sub-Jovian planet with detected Rayleigh scattering. Optical multi-filter obser-
vations of the exoplanet were obtained with the 2.4-m and 0.5-m telescopes at
the Thai National Observatory (TNO) and the 0.6-m telescope at Cerro Tololo
Inter-American Observatory (CTIO) in 2013–2016. Ten transit light curves were
obtained and analyzed using the TAP program (Agol et al. 2005). From the anal-
ysis, we obtain a planet mass Mp = 13.9 ± 1.5M⊕, radius Rp = 4.74 ± 0.32R⊕,
period P = 3.3366496+0.0000039

−0.0000033 d, and inclination i = 89.13+0.26
−0.34 degrees. A new

ephemeris for GJ3470b is also provided.
We perform the TTV analysis with the TTVFaster code of Agol and Deck

(2016), in order to determine an upper mass limit for a second planet in the system.
The TTV signal indicates little variation, which excludes the presence of a hot-Jupiter
with orbital period less than 10 d in the system. The mutual Hill sphere also excludes
the presence of a nearby planet with orbital period between 2.5 and 4.0 d.

For the transmission spectroscopy analysis, GJ3470b’s low atmosphere mean
molecular weight (μ = 1.08 ± 0.20) is obtained from the Rayleigh scattering fitting
of the planet-star radius ratio variation in the optical. We confirm the steep Rayleigh
scattering slope favoured by previous studies. Previous near-infrared data favours a
methane atmosphere with high particle abundance (100 cm−3 of tholin or polyacety-
lene) at high altitude (1000 − 1 µbar) when compared to the model atmosphere of
Howe and Burrows (2012). However, the models do not fit the data at optical wave-
lengths, which might be a consequence of the single atmosphere composition within
the models. A mixed-ratio composition model could provide a better understanding
of the planet’s atmosphere.
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Table 3.8 Atmospheric models of Howe and Burrows (2012) with the best χ2
r,atm fit (Awiphan

et al. 2016a)

Particle Composition Cloud top pressure χ2
r

No Cloud 0.3× solar 1 bar 3.24

No Cloud 1× solar 1 bar 4.05

No Cloud 3× solar 1 bar 4.64

No Cloud CH4 1 bar 1.49

No Cloud CO2 1 bar 1.79

No Cloud H2O 1 bar 1.86

Cloud 0.3× solar 1 mbar 1.80

Cloud 1× solar 1 mbar 2.04

Cloud 3× solar 1 mbar 2.33

Cloud CH4 1 mbar 1.64

Cloud CO2 1 mbar 1.76

Cloud H2O 1 mbar 1.77

Cloud 0.3× solar 1 µbar 1.71

Cloud 1× solar 1 µbar 1.71

Cloud 3× solar 1 µbar 1.71

Cloud CH4 1 µbar 1.71

Cloud CO2 1 µbar 1.72

0.1 µm 100 cm−3 polyacetylene 0.3× solar 1 µbar 2.14

0.1 µm 100 cm−3 polyacetylene 1× solar 1 µbar 2.36

0.1 µm 100 cm−3 polyacetylene 3× solar 1 µbar 2.51

0.1 µm 100 cm−3 polyacetylene CH4 1 µbar 1.40

0.1 µm 100 cm−3 polyacetylene CO2 1 µbar 1.78

0.1 µm 100 cm−3 polyacetylene H2O 1 µbar 1.76

0.1 µm 100 cm−3 polyacetylene 0.3× solar 1 mbar 2.26

0.1 µm 100 cm−3 polyacetylene 1× solar 1 mbar 2.79

0.1 µm 100 cm−3 polyacetylene 3× solar 1 mbar 3.19

0.1 µm 100 cm−3 polyacetylene CH4 1 mbar 1.47

0.1 µm 100 cm−3 polyacetylene CO2 1 mbar 1.79

0.1 µm 100 cm−3 polyacetylene H2O 1 mbar 1.82

0.1 µm 1000 cm−3 polyacetylene 0.3× solar 1 µbar 3.85

0.1 µm 1000 cm−3 polyacetylene 1× solar 1 µbar 3.41

0.1 µm 1000 cm−3 polyacetylene 3× solar 1 µbar 3.13

0.1 µm 1000 cm−3 polyacetylene CH4 1 µbar 1.49

0.1 µm 1000 cm−3 polyacetylene CO2 1 µbar 1.77

0.1 µm 1000 cm−3 polyacetylene H2O 1 µbar 1.74

0.1 µm 1000 cm−3 polyacetylene 0.3× solar 1 mbar 2.26

0.1 µm 1000 cm−3 polyacetylene 1× solar 1 mbar 2.50

0.1 µm 1000 cm−3 polyacetylene 3× solar 1 mbar 2.72

0.1 µm 1000 cm−3 polyacetylene CH4 1 mbar 1.52
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Table 3.8 (continued)

Particle Composition Cloud top pressure χ2
r

0.1 µm 1000 cm−3 polyacetylene CO2 1 mbar 1.79

0.1 µm 1000 cm−3 polyacetylene H2O 1 mbar 1.81

1.0 µm 0.01 cm−3 polyacetylene 0.3× solar 1 µbar 1.60

1.0 µm 0.01 cm−3 polyacetylene 1× solar 1 µbar 1.92

1.0 µm 0.01 cm−3 polyacetylene 3× solar 1 µbar 2.50

1.0 µm 0.01 cm−3 polyacetylene CH4 1 µbar 1.47

1.0 µm 0.01 cm−3 polyacetylene CO2 1 µbar 1.78

1.0 µm 0.01 cm−3 polyacetylene H2O 1 µbar 1.90

1.0 µm 0.01 cm−3 polyacetylene 0.3× solar 1 mbar 2.04

1.0 µm 0.01 cm−3 polyacetylene 1× solar 1 mbar 2.60

1.0 µm 0.01 cm−3 polyacetylene 3× solar 1 mbar 3.10

1.0 µm 0.01 cm−3 polyacetylene CH4 1 mbar 1.51

1.0 µm 0.01 cm−3 polyacetylene CO2 1 mbar 1.79

1.0 µm 0.01 cm−3 polyacetylene H2O 1 mbar 1.85

1.0 µm 0.1 cm−3 polyacetylene 0.3× solar 1 µbar 2.77

1.0 µm 0.1 cm−3 polyacetylene 1× solar 1 µbar 3.48

1.0 µm 0.1 cm−3 polyacetylene 3× solar 1 µbar 4.02

1.0 µm 0.1 cm−3 polyacetylene CH4 1 µbar 1.50

1.0 µm 0.1 cm−3 polyacetylene CO2 1 µbar 1.79

1.0 µm 0.1 cm−3 polyacetylene H2O 1 µbar 1.85

1.0 µm 0.1 cm−3 polyacetylene 0.3× solar 1 mbar 3.00

1.0 µm 0.1 cm−3 polyacetylene 1× solar 1 mbar 3.78

1.0 µm 0.1 cm−3 polyacetylene 3× solar 1 mbar 4.36

1.0 µm 0.1 cm−3 polyacetylene CH4 1 mbar 1.50

1.0 µm 0.1 cm−3 polyacetylene CO2 1 mbar 1.79

1.0 µm 0.1 cm−3 polyacetylene H2O 1 mbar 1.86

0.1 µm 100 cm−3 tholin 0.3× solar 1 µbar 2.13

0.1 µm 100 cm−3 tholin 1× solar 1 µbar 2.31

0.1 µm 100 cm−3 tholin 3× solar 1 µbar 2.44

0.1 µm 100 cm−3 tholin CH4 1 µbar 1.38

0.1 µm 100 cm−3 tholin CO2 1 µbar 1.78

0.1 µm 100 cm−3 tholin H2O 1 µbar 1.74

0.1 µm 100 cm−3 tholin 0.3× solar 1 mbar 2.21

0.1 µm 100 cm−3 tholin 1× solar 1 mbar 2.73

0.1 µm 100 cm−3 tholin 3× solar 1 mbar 3.13

0.1 µm 100 cm−3 tholin CH4 1 mbar 1.46

0.1 µm 100 cm−3 tholin CO2 1 mbar 1.79

0.1 µm 100 cm−3 tholin H2O 1 mbar 1.82

0.1 µm 1000 cm−3 tholin 0.3× solar 1 µbar 3.61

0.1 µm 1000 cm−3 tholin 1× solar 1 µbar 3.24
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Table 3.8 (continued)

Particle Composition Cloud top pressure χ2
r

0.1 µm 1000 cm−3 tholin 3× solar 1 µbar 2.99

0.1 µm 1000 cm−3 tholin CH4 1 µbar 1.48

0.1 µm 1000 cm−3 tholin CO2 1 µbar 1.67

0.1 µm 1000 cm−3 tholin H2O 1 µbar 1.73

0.1 µm 1000 cm−3 tholin 0.3× solar 1 mbar 2.22

0.1 µm 1000 cm−3 tholin 1× solar 1 mbar 2.46

0.1 µm 1000 cm−3 tholin 3× solar 1 mbar 2.70

0.1 µm 1000 cm−3 tholin CH4 1 mbar 1.51

0.1 µm 1000 cm−3 tholin CO2 1 mbar 1.68

0.1 µm 1000 cm−3 tholin H2O 1 mbar 1.81

1.0 µm 0.01 cm−3 tholin 0.3× solar 1 µbar 2.79

1.0 µm 0.01 cm−3 tholin 1× solar 1 µbar 3.50

1.0 µm 0.01 cm−3 tholin 3× solar 1 µbar 4.04

1.0 µm 0.01 cm−3 tholin CH4 1 µbar 1.50

1.0 µm 0.01 cm−3 tholin CO2 1 µbar 1.79

1.0 µm 0.01 cm−3 tholin H2O 1 µbar 1.85

1.0 µm 0.01 cm−3 tholin 0.3× solar 1 mbar 3.00

1.0 µm 0.01 cm−3 tholin 1× solar 1 mbar 3.79

1.0 µm 0.01 cm−3 tholin 3× solar 1 mbar 4.37

1.0 µm 0.01 cm−3 tholin CH4 1 mbar 1.50

1.0 µm 0.01 cm−3 tholin CO2 1 mbar 1.79

1.0 µm 0.01 cm−3 tholin H2O 1 mbar 1.86

1.0 µm 0.1 cm−3 tholin 0.3× solar 1 µbar 1.55

1.0 µm 0.1 cm−3 tholin 1× solar 1 µbar 1.75

1.0 µm 0.1 cm−3 tholin 3× solar 1 µbar 1.96

1.0 µm 0.1 cm−3 tholin CH4 1 µbar 1.51

1.0 µm 0.1 cm−3 tholin CO2 1 µbar 1.79

1.0 µm 0.1 cm−3 tholin H2O 1 µbar 1.82

1.0 µm 0.1 cm−3 tholin 0.3× solar 1 mbar 2.07

1.0 µm 0.1 cm−3 tholin 1× solar 1 mbar 2.63

1.0 µm 0.1 cm−3 tholin 3× solar 1 mbar 3.13

1.0 µm 0.1 cm−3 tholin CH4 1 mbar 1.51

1.0 µm 0.1 cm−3 tholin CO2 1 mbar 1.79

1.0 µm 0.1 cm−3 tholin H2O 1 mbar 1.85
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Fig. 3.13 GJ3470b atmosphere models: a 0.1 µm 100 cm−3 Tholin with 1–1000 µbar CH4
(χ2

r,atm = 1.38), b 0.1 µm 100 cm−3 Polyacetylene with 1-1000 µbar CH4 (χ2
r,atm = 1.40), c No

cloud CH4 (χ2
r,atm = 1.49) and d Cloud CH4 (χ2

r,atm = 1.71), with their best χ2
r,atm fits (Blue solid

lines). The thin dashed lines show the Rayleigh scattering slope fitting at optical wavelength (300–
1000nm). The markers have the same description as Fig. 3.10 (Awiphan et al. 2016a)
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Chapter 4
Detectability of Habitable Exomoons

Exomoons are natural satellites of exoplanets. To date, none has been confirmed
yet, nevertheless two possible exomoon candidates: an exomoon orbiting a gas
giant, MOA-2011-BLG-262L b (Bennett et al. 2014) and a Neptune-sized exomoon
orbiting a Jupiter-sized exoplanet, Kepler-1625b I (Teachey et al. 2018) have been
announced. However, if our Solar System is typical, then exomoons must be com-
mon. Several methods have been developed to detect exomoons; including the transit
method (Simon et al. 2007), microlensing (Han and Han 2002; Liebig and Wambs-
ganss 2010), pulsar-timing (Lewis et al. 2008), Rossiter–McLaughlin effect (Simon
et al. 2010) and scatter-peak (Simon et al. 2012). Extensions of the transit method
involving transit timing, called transit timing variation (TTV) and transit duration
variation (TDV), appear to offer the best potential to detect habitable exomoons in
the near future (Kipping 2011b).

The detectability of habitable exomoons orbiting giant planets in M-dwarf sys-
tems using the correlation between transit timing variation (TTV) and transit timing
duration (TDV) signals with Kepler-class photometry is investigated in this Chapter.
Moreover, additional simulations of the exomoon light curve with intrinsic stellar
noisewere simulated to find out the effects of intrinsic stellar noise to the detectability
of exomoons (Awiphan and Kerins 2013).

4.1 Exomoon Background and Detection Methods

Many of the planets of the Solar System host satellites. As the number of detected
exoplanets continues to grow, the potential for detecting satellites orbiting them
has become of increasing interest. The presence of exomoons may improve the
probability of the existence of life on their host planets and themoons themselves also
have potential to host life (Laskar et al. 1993). Moreover, the detection of exomoons
would improve our understanding of planetary formation and evolution (Williams
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et al. 1997). In order to detect exomoons, several methods have been developed over
the past decade.

Transit Method

The exomoon transit detection method is a detection method which detects the dip in
the stellar light curve due themoonpassing in front of the host star (Simon et al. 2007).
However, it is very challenging to confirm the exomoon signal from the observational
data, because the dip may occur due to some form of photometric noise or star spots
(Sartoretti and Schneider 1999). The auxiliary transit, where the moon with a wide
separation from the planet transits the star and creates the same transit shape as the
planet, can occur where themoon locates∼93% of the planet’s Hill radius away from
the planet (Domingos et al. 2006). The mutual events, where the moon and the planet
separate at the start and end of the transit, but the moon eclipses the planet during
the transit, can be detected when the exomoon is in a close-in orbit (5% of the Hill
radius) (Heller et al. 2014). In 2018, Teachey et al. (2018) discovered an exomoon
candidate, Kepler-1625b I, from three transits of Kepler-1625 b in the Kepler data.
From the data, Kepler-1625b I is a Neptune-sized exomoon orbiting Kepler-1625b,
Jupiter-sized exoplanet, with a separation of about 20 times the planetary radius.

Transit Timing Variation

A moon orbiting an exoplanet can cause a timing effect in the motion of the planet.
This ideawas proposed bySartoretti and Schneider (1999). For a singlemoon system,
the host planet and its exomoon orbit a common barycentre, which orbits the host star
on a Keplerian orbit. Therefore, the planet itself does not orbit the host on a Keplerian
orbit. The transits happen earlier or later depending on the phase of the exomoon.
To date, many TTV theories which are extensions of the transit method have been
proposed to detect exomoons, such as TTV (Sartoretti and Schneider 1999), the pho-
tocentric transit timing variation (PTV), inwhich the average of the light curve ismea-
sured (Szabó et al. 2006; Simon et al. 2007), and the transit duration variation (TDV)
(Kipping 2009b) (See Sect. 4.3). Using TTV and TDV methods, exomoons should
be detected with Kepler according to the simulation result of Kipping et al. (2009).

Microlensing

Han and Han (2002) proposed that exomoons could be detected using the microlens-
ing technique. In 2014, Bennett et al. (2014) announced the first free-floating exo-
moon candidate, MOA-2011-BLG-262L b. From the best-fit solution of the event,
a large relative proper motion was found which suggests a nearby lens system or
a source star with very high proper motion. In the case of the nearby lens system,
the best-fit solution shows that the system should contain a host planet with mass of
∼4 Jupiter masses and a sub-Earth mass moon. However, there is another solution
with low relative proper motion which suggests a distant stellar host lens as well. As
microlensing events cannot repeat, it is not possible to confirm an exomoon detec-
tion for this event. However, from this study, the result shows that the microlensing
technique has the sensitivity required to detect exomoons. In the future, microlensing
observations with the parallax technique can be used to measure the lens mass and
confirm exomoon detections.
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Direct Imaging

Direct imaging of exoplanets is extremely challenging, due to the difference in bright-
ness between the host star and the planet. Detecting exomoons using the direct imag-
ing technique is more difficult, because of a tiny angular separation between the
planet and the moon. Normally, the brightness of exomoons is fainter than their host
planets, due to their smaller sizes. For the Earth-moon system at a distance of 10
parsec, the separation is 0.5milli-arcseconds, which is very small compared to the
current best interferometric precision (∼25 milliarcseconds) (Baines et al. 2007).

However, the exomoons orbiting Jovian-sized exoplanets in the habitable zones
of main-sequence stars can be brighter than their host planets in the near-infrared (1–
4µm) in the cases where the planet atmospheres contain methane, water and water
vapor that absorb light in that wavelength (Williams and Knacke 2004). Therefore,
habitable zone Earth-sized moons may be detected by using that spectral contrast.

Pulsar Timing

The first exoplanet was discovered through the pulsar timing method. Lewis et al.
(2008) proposed that this technique should be able to detect a stable exomoon orbiting
a pulsar planet. They applied this method to the case of PSR B1620-26b and found
that exomoons with mass larger than 5% of the pulsar planet and a planet-moon
separation of 2% of star-planet separation could be detected.

Rossiter–McLaughlin Effect

The Rossiter–McLaughlin effect is a spectroscopic phenomenon observed when an
exoplanet transits the host star. During a transit, part of the rotating host star surface
is blocked, which caused a variation in Doppler shift (Rossiter 1924; McLaughlin
1924). Exomoon detection via the Rossiter–McLaughlin effect is proposed by Sumi
(2010), Zhuang et al. (2012). The radius of the exomoon can be calculated from the
half-amplitude of the Rossiter–McLaughlin effect, ARM, and rotation velocity of the
star, vrot,

ARM ∝
(
RM

R∗

)2

vrot sin i , (4.1)

where RM and R∗ are the radius of the exomoon and the host star, respectively (Sumi
2010). Therefore, combining Rossiter–McLaughlin observation with transit data, the
mass, radius and density of the exomoon can be determined.

Orbital Sampling Effect

The orbital sampling effect is the method where the photometric transit light curves
of exoplanets with exomons are phase-folded (Heller 2014). The exomoons normally
locate at large separation from their host planets. The phase-folded light curves can
be used to detect the exomoon transits by accumulating all exomoon transits.

Transit of Exomoon Plasma Tori

The plasma tori produced by volcanically active exomoons around giant planets can
be large enough to produce detectable transit absorption (Ben-Jaffel and Ballester
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2014). Small exomoons can be detected, if they have enough volcanic activity to
produce a spatially extended plasma nebula which may show in the transit at UV
wavelengths.

Radio Emission

The exomoon motion can produce currents along the electromagnetic field lines
which connect them to the Jovian host planet’s polar regions. The currents gener-
ate and modulate radio emission along their paths via the electron-cyclotron maser
instability which can be detected (Noyola et al. 2014).

4.2 Generating Light Curves of an Exoplanet
with Exomoon

In this section, the coordinate system and fundamental parameters which form the
basis of exomoon light curve calculations are defined. Transiting exoplanets are
detected from the variation in the light curve of the host stars. Information from
transit light curves helps astronomers to obtain direct estimates of the exoplanet
radius which reveal the physical nature of the exoplanet. A very high precision
light curve can be used to detect multi-planetary systems, star spots or exomoons
(Charbonneau et al. 2007; Teachey et al. 2018).

4.2.1 Planet-Moon Orbit

The first step to generating a transiting exomoon light curve is to define the planet and
moon positions with respect to the host star. However, the star, planet and moon are a
three-body problem which has no exact analytical solution. Therefore, in following
work, the planet’s orbit and moon’s orbit are created using a Keplerian orbit of star-
planet and planet-moon, separately, and then perturbing the planet’s position with
planet-moon interaction.

Firstly, a planetary orbit with a centre at the origin of an (x1, y1, z1) co-ordinate
system is considered. The position of the planet can be written as,

x1 = apep + rp cos ftp ,

y1 = rp sin ftp ,

z1 = 0 , (4.2)

where ap is planet’s semi-major axis, ep is planet’s eccentricity, rp is the distance of
planet from the origin,

rp = ap(1 − e2p)

1 + ep
cos( ftp) , (4.3)
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Fig. 4.1 Orbital elements of a transiting planet-star system

and true anomaly, ftp, is defined by,

tan

(
ftp
2

)
=
√
1 + ep
1 − ep

. tan

(
fmp

2

)
. (4.4)

fmp is the mean anomaly which may be written as a function of the time elapsed
since the planet’s periapsis, t − tp,

fmp − ep cos fmp = 2π

Pp
(t − tp) . (4.5)

In the second step, the coordinates (x1, y1, z1) are transformed to star planet
barycentre coordinates (x2, y2, z2) lying at (apep, 0, 0) in the (x1, y1, z1) co-ordinate
system:

x2 = rp cos( ftp) ,

y2 = rp sin( ftp) ,

z2 = 0 . (4.6)

From Fig. 4.1, the orbital arrangement of the planet is rotated by the Euler angles:
longitude of ascending node (�p), inclination (i p) and argument of periapsis (ωp),
with respect to the plane of reference (the reference direction lies at x = +∞) which
can be written as,

x3 = rp
[
cos(�p) cos(ωp + ftp) + sin(i p) sin(�p) sin(ωp + ftp)

]
,

y3 = rp
[
sin(�p) cos(ωp + ftp) + sin(i p) cos(�p) sin(ωp + ftp)

]
,

z3 = rp
[
cos(i p) sin(ωp + ftp)

]
. (4.7)
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If the planet has a moon, the moon’s orbit can be defined in a similar manner to the
planet’s orbit. From here onwards, unless otherwise stated, quantities with subscript
p denote planet parameters and those with subscriptm denote moon parameters. The
presence of the moon perturbs the planetary orbit. The planet’s reflex motion from
the moon’s perturbation can be written as,

rbpMp = rbmMm , (4.8)

where rbp and rbm are distance between planet-moon barycentre and planet and
moon, respectively (where hereafter bold typeface denotes a vector). Finally, the
position of the planet and moon with respect to star-planet reference plane, rsp and
rsm, are

rsp = rp + rbp , (4.9)

rsm = rp + rbm . (4.10)

For an observer at z = +∞, �p has no effect on the transit since the light curve
is defined by the separation only. The planet position can be defined as,

xp = rp cos(ωp + ftp)

−rbp cos(ωm + ftm) cos(ωp + �m)

+rbp sin(im) sin(ωm + ftm) sin(ωp + �m) , (4.11)

yp = rp cos(i p) sin(ωp + ftp)

+rbp sin(i p) cos(im) sin(ωm + ftm)

−rbp cos(i p) sin(im) sin(ωm + ftm) cos(ωp + �m)

−rbp cos(i p) cos(ωm + ftm) sin(ωp + �m) , (4.12)

z p = rp sin(i p) sin(ωp + ftp)

−rbp cos(i p) cos(im) sin(ωm + ftm)

−rbp sin(i p) sin(im) sin(ωm + ftm) cos(ωp + �m)

−rbp sin(i p) cos(ωm + ftm) sin(ωp + �m) , (4.13)

and moon position can be written as,

xm = rp cos(ωp + ftp)

+rbm cos(ωm + ftm) cos(ωp + �m)

−rbm sin(im) sin(ωm + ftm) sin(ωp + �m) , (4.14)
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ym = rp cos(i p) sin(ωp + ftp)

−rbm sin(i p) cos(im) sin(ωm + ftm)

+rbm cos(i p) sin(im) sin(ωm + ftm) cos(ωp + �m)

+rbm cos(i p) cos(ωm + ftm) sin(ωp + �m) , (4.15)

zm = rp sin(i p) sin(ωp + ftp)

+rbm cos(i p) cos(im) sin(ωm + ftm)

+rbm sin(i p) sin(im) sin(ωm + ftm) cos(ωp + �m)

+rbm sin(i p) cos(ωm + ftm) sin(ωp + �m) . (4.16)

The star-moon sky-projected distance (Ssm), the star-planet sky-projected distance
(Ssp) and the separation between the planet and the moon (Spm) can be written as,

S2sm = x2m + y2m
R2∗

, (4.17)

S2sp = x2p + y2p
R2∗

, (4.18)

S2pm = (xp − xm)2 + (yp − ym)2

R2∗
, (4.19)

where R∗ is star radius.

4.2.2 Planetary Transit Light Curve

In order to generate light curves of transiting systems, the limb darkening effect of the
host star which causes the star’s surface brightness peak at the centre is considered.
The nonlinear limb-darkening in a transit light curve which is first presented by
Mandel and Agol (2002). The function of the star’s intensity, I , with nonlinear limb-
darkening is defined by (Fig. 4.2),

I (r) = 1 +
4∑

n=1

cn(1 − μn/2) , (4.20)

where cn are coefficients and μ is the normalised radial coordinate of the star,

μ = cos θ = (1 − r2)1/2, 0 ≤ r ≤ 1 , (4.21)
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Fig. 4.2 Geometry of limb
darkening

where θ is the angle between a line normal to the stellar surface and the line of sight of
the observer and r is radial distance from the centre of the star. In this dissertation, the
quadratic limb darkening, I (r) = 1 − γ1(1 − μ) − γ2(1 − μ)2, where γ1 + γ2 < 1,
is used. From Eq.4.20, the constant cn in the quadratic limb darkening model can be
written as,

c1 = 0

c2 = γ1 + 2γ2
c3 = 0

c4 = −γ2 , (4.22)

and
c0 ≡ 1 − c1 − c2 − c3 − c4 . (4.23)

In what follows, R∗ is the star radius, Rp is the planet radius, d is the center-to-
center distance between the star and the planet, z = d/R∗ is the normalized separa-
tion, and p = Rp/R∗ is the size ratio. The light curve with quadratic limb darkening
of the system can be written as,

F = 1 − 1

4�

{
(1 − c2)λ

e + c2

[
λd + 2

3
�(p − z)

]
− c4η

d

}
. (4.24)

where � = ∑4
n=0 cn(n + 4)−1 and �(p − z) is heaviside step function,

�(p − z) =
⎧⎨
⎩
0, p − z < 0 ,
1
2 , p − z = 0 ,

1, p − z > 1 ,

(4.25)

and λe is defined by

λe(p, z) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, 1 + p < z ,

1
π
(p2κ0 + κ1 − κ2), |1 − p| < z ≤ 1 + p ,

p2, z ≤ 1 − p ,

1, z ≤ p − 1 ,

(4.26)
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κ0 = cos−1 −1 + p2 + z2

2pz
, (4.27)

κ1 = cos−1 1 − p2 + z2

2z
, (4.28)

κ2 =
√
4z2 − (1 + z2 − p2)2

4
. (4.29)

Finally, the value of λd and ηd are defined in Table4.1 and Eq.4.30 (Mandel and
Agol 2002).

λ1 = 1

9π
√
pz

[(1 − b)(2b + a − 3) − 3q(b − 2)] K (k)

+ 4pz

9π
√
pz

[
(z2 + 7p2 − 4)

]
E(k) − 3

9π
√
pz

[
q

a
�

(
a − 1

a
, k

)]
,

λ2 = 2

9π
√
1 − a

[
q2K (k−1) + (1 − a)(z2 + 7p2 − 4)E(k−1)

]

+ 2

9π
√
1 − a

[
1 − 5z2 + p2

]− 2

3π
√
1 − a

[
q

a
�

(
a − b

a
, k−1

)]
,

λ3 = 1

3
+ 16p

9π

[(
2p2 − 1

)
E

(
1

2k

)]
− (1 − 4p2)(3 − 8p2)

9πp
K

(
1

2k

)
,

λ4 = 1

3
+ 2

9π

[
4(2p2 − 1)E(2k) + (1 − 4p2)K (2k)

]
,

λ5 = 2

3π

[
cos−1(1 − 2p)

]− 4

9π

[
3 + 2p − 8p2

]
,

λ6 = −2

3

[
1 − p2

] 3
2 ,

η1 = 1

2π

[
κ1 + 2η2κ0 − 1

4
(1 + 5p2 + z2)

√
(1 − a)(b − 1)

]
,

η2 = p2

2

[
p2 + 2z2

]
, (4.30)

where E(k), K (k) and �(n, k) is the complete elliptic integral of the first kind,
second kind and third kind, respectively.

E(k) =
∫ π

2

0

1√
1 − k2 sin2(x)

dx (4.31)

K (k) =
∫ π

2

0

√
1 − k2 sin2(x)dx (4.32)



66 4 Detectability of Habitable Exomoons

Table 4.1 Limb-darkening
occultation

Case p z λd(z) ηd(z)

1 (0, ∞) [1 + p, ∞) 0 0

0 [0, ∞) 0 0

2 (0, ∞) ( 12 + |p − 1
2 |, 1 + p) λ1 η1

3 (0, 1
2 ) (p, 1 − p) λ2 η2

4 (0, 1
2 ) 1 − p λ5 η2

5 (0, 1
2 ) p λ4 η2

6 1
2

1
2

1
3 − 4

9π 3
32

7 ( 12 , ∞) p λ3 η1

8 ( 12 , ∞) [|1 − p|, p) λ1 η1

9 (0, 1) (0, 1
2 − |p − 1

2 |) λ2 η2

10 (0, 1) 0 λ6 η2

11 (1, ∞) [0, p − 1) 1 1

�(n, k) =
∫ π

2

0

1

(1 − n sin2(x))
√
1 − k2 sin2(x)

dx (4.33)

4.2.3 Planet-Moon Transit Light Curve

In following work, LUNA algorithm was used to generating light curves of an exo-
planet with exomoon (Kipping 2011a). For the moon which transit the star with the
area, Am,t , its actively transit component is assumed to equal to the actively transit
component of the planet with equal area. Therefore, the flux due to the planet-moon
projection, Ftransi t , can be written as,

Ftransi t = Fplanet − Am,t
Farea
Ftotal

, (4.34)

where Fplanet is the flux of planetary transit and Ftotal is the total stellar flux,

Ftotal =
∫ 1

0
2r I (r)dr

= 1 −
4∑

n=1

ncn
n + 4

= 1 − 1

5
c1 − 1

3
c2 − 3

7
c3 − 1

2
c4 , (4.35)
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where I (r) is the intensity at the center-to-center distance between the star and the
planet, r . The value of area flux, Farea , and ratio of area, Am , depend on themoon-star
separation (Table4.2).

Case I

If the moon is outside the star. The area flux and ratio of area are set to be zero.

Case II

If the moon is in the ingress or egress portion, 1 − s < Ssm < 1 + s, then,

Farea,I I =
∫ 1

Ssm−s
2r I (r)dr

= (am − 1)(c1 + c2 + c3 + c4 − 1)

+4

5
c1(1 − am)

5
4 + 2

3
c2(1 − am)

3
2

+4

7
c3(1 − am)

7
4 + 1

2
c4(1 − am)2 , (4.36)

where am = (Ssm − s)2 and s = Rm/R∗ is the moon size ratio.

Case III

If themoon is inside the star but does not cover the centre of the star, s < Ssm < 1 − s,
then,

Table 4.2 Moon active transit component

Case Condition Area flux (Farea) Ratio of Area (Am)

I
1 + s < Ssm < ∞ 0 0

II
1 − s < Ssm < 1 + s Equation4.36 Am,t/(π(1 − am))

III
s < Ssm < 1 − s Equation4.37 Am,t/(π(bm − am))

IV
0 < Ssm < s Equation4.38 Am,t/(πbm )
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Farea,I I I =
∫ Ssm+s

Ssm−s
2r I (r)dr

= (am − bm)(c1 + c2 + c3 + c4 − 1)

+4

5
c1(1 − am)

5
4 + 2

3
c2(1 − am)

3
2

+4

7
c3(1 − am)

7
4 + 1

2
c4(1 − am)2

−4

5
c1(1 − bm)

5
4 − 2

3
c2(1 − bm)

3
2

−4

7
c3(1 − bm)

7
4 − 1

2
c4(1 − bm)2 , (4.37)

where bm = (Ssm + s)2.

Case IV

If the moon is inside the star and cover the centre of the star, 0 < Ssm < s, then,

Farea,I V =
∫ Ssm+s

0
2r I (r)dr

= −bm(c1 + c2 + c3 + c4 − 1)

+4

5
c1 + 2

3
c2 + 4

7
c3 + 1

2
c4

−4

5
c1(1 − bm)

5
4 − 2

3
c2(1 − bm)

3
2

−4

7
c3(1 − bm)

7
4 − 1

2
c4(1 − bm)2 . (4.38)

The Actively Transiting Area of Moon

The actively transiting area of moon can be described by 3 parameters; Ssp, Ssm and
Spm . There are 27 principal cases including some unphysical cases which listed in
Table4.3 and Fig. 4.3 (Kipping 2011a).

For some cases, the transiting areas are described by the area of intersection
between any two circles, α. The area of transit caused by an object of radius r
transiting an object of radius R, with separation S, is

α(R, r, S) = r2κ0(R, r, S) + R2κ1(R, r, S) − κ2(R, r, S) , (4.39)

κ0(R, r, S) = cos−1 S2 + r2 − R2

2Sr
, (4.40)

κ1(R, r, S) = cos−1 S2 − r2 + R2

2SR
, (4.41)

κ2(R, r, S) =
√
4S2R2 − (R2 + S2 − r2)2

4
. (4.42)
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Fig. 4.3 Diagrams of cases 1–27 show star (white sphere), planet (gray sphere) and moon (black
sphere)

Case 14 (Fewell Case)

Case 14 is the most complicated case to consider, because the planet’s shadow and
moon’s shadow do not completely eclipse the star and there is possibility that they
overlap each other. Therefore, the transiting area is described by area of intersection
of three circles. Fewell (2006) presented the solution showing that the intersection
points of three circles can be written as,
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Star-Planet Intersection

xsp = 1 − p2 + S2sp
2Ssp

. (4.43)

ysp = 1

2Ssp

√
2S2sp(1 + p2) − (1 − p2)2 − S4sp . (4.44)

Star-Moon Intersection

xsm = x ′
sm cos θ ′ − y′

sm sin θ ′ . (4.45)

ysm = x ′
sm sin θ ′ + y′

sm cos θ ′ . (4.46)

where

x ′
sm = 1 − s2 + S2sm

2Ssm
. (4.47)

y′
sm = −1

2Ssm

√
2S2sm(1 + s2) − (1 − s2)2 − S4sm . (4.48)

cos θ ′ = S2sp + S2sm − S2pm
2SspSsm

. (4.49)

sin θ ′ =
√
1 − cos2 θ ′ . (4.50)

Planet-Moon Intersection

xpm = x ′′
pm cos θ ′′ − y′′

pm sin θ ′′ + Ssp . (4.51)

ypm = x ′′
pm sin θ ′′ + y′′

pm cos θ ′′ . (4.52)

where

x ′′
pm = p2 − s2 + S2pm

2Spm
. (4.53)

y′′
pm = 1

2Spm

√
2S2pm(p2 + s2) − (p2 − s2)2 − S4pm . (4.54)

cos θ ′′ = − S2sp + S2pm − S2sm
2SspSpm

. (4.55)

sin θ ′′ =
√
1 − cos2 θ ′′ . (4.56)



72 4 Detectability of Habitable Exomoons

Fig. 4.4 Decision flow chart of Case 14.Gy boxes are the decision conditions and white boxes are
subcases of Case 14. The solid lines indicate a true statement and the dashed lines indicate a false
statement

In order to calculate the transit area of the moon, there are seven conditions that
the simulation may take into account. The list of conditions is shown in Eq.4.57.

Condition 1 (xsp − Ssm cos θ ′)2 + (ysp + Ssm sin θ ′)2 < s2

Condition 2 Ssp > 1

Condition 3 (xsp − Ssm cos θ ′)2 + (ysp − Ssm sin θ ′)2 < s2

Condition 4 Ssm sin θ ′ > ysm + ypm−ysm
xpm−xsm

(Ssm cos θ ′ − xsm)

Condition 5 (xsm − Ssp)2 + y2sm < p2

Condition 6 (Ssm − s) < (Spm − p)

Condition 7 x2pm + y2pm < 1

The decision flow chart for calculating moon’s transiting area of Case 14 is shown
in Fig. 4.4. In Table4.4 and Fig. 4.5, the transiting areas of the moon in each subcase
of Case 14 are listed.

α14.3 = 1

4

√
(c1 + c2 + c3)(−c1 + c2 + c3)(c1 − c2 + c3)(c1 + c2 − c3)

+
3∑

k=1

(
R2
k arcsin

ck
2Rk

)
− c1

4

√
4R2

1 − c21

−c2
4

√
4R2

2 − c22 − c3
4

√
4R2

3 − c31 , (4.57)

and
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Table 4.4 Moon active
transit component of Case 14
(Kipping 2011a)

Case Ratio of Area (Am)

14.1 αsm − αsp

14.2 πp2 − αpm − αsp + αsm

14.3 αsm − α14.3

14.4 αsm − α14.4

14.5 πs2 − αpm

14.6 0

14.7 αsm

14.8 αsm − αpm

Fig. 4.5 Diagrams of cases 14 show star (white sphere), planet (gray sphere) and moon (black
sphere)

α14.4 = 1

4

√
(c1 + c2 + c3)(−c1 + c2 + c3)(c1 − c2 + c3)(c1 + c2 − c3)

+
3∑

k=1

(
R2
k arcsin

ck
2Rk

)
− c1

4

√
4R2

1 − c21

−c2
4

√
4R2

2 − c22 + c3
4

√
4R2

3 − c31 , (4.58)

where Rk is radius of object and ck is chord lengths,

c2k = (xik − x jk)
2 + (yik − y jk)

2 . (4.59)
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4.3 Transit Timing Variations and Transit Duration
Variations

In order to detect exomoons, several methods have been developed as outlined in
Sect. 4.1. One of themost efficientmethods is the TTVmethod proposed by Sartoretti
and Schneider (1999). They suggested that a moon orbiting an exoplanet can be
detected by measuring the planet transit timing variation, due to the gravitational
interaction between moon and planet. The moon’s gravity causes the planet to orbit
around planet-moon barycentre. Therefore, during the transit, the position relative to
the barycentre of the planet changes. Moreover, the TDV signal can occur where the
planet’s velocity can be measured by changes in transit duration. Like the Doppler
spectroscopic effect of the host star, the velocity of the planet also changes due to
the presence of an exomoon.

4.3.1 Transit Timing Variations

The concept of theTTV technique is that the presence of a third body such as exomoon
in the system causes a change in planetary orbit (Fig. 4.6). The time between transits
varies because the transiting planet and the moon exchange energy and angular
momentum. This gravitational interaction perturbs the orbit of the transiting planet
and causes a short-period oscillation of the semi-major axes and eccentricities. The
signal depends on the mass, separation and orbital parameters of the planet and the
moon (Kipping 2011b). From the gravitational interaction, the displacement of the
planet from the planet-moon barycentre is given by,

apb =
(
Mm

Mp

)
am , (4.60)

where apb is the semi-major axis of the planet around the planet-moon barycentre
(Fig. 4.7). For edge-on circular orbits, the TTV signal (STTV ) and root-mean-square
(RMS) amplitude of the signal (δT T V ) can be written as,

STTV =
[
amMmPp

2πapMp

]
sin( fm) , (4.61)

and

δT T V = amMmPp

2πapMp

√
2

, (4.62)

where Mm is the moon’s mass and am is the semi-major axis of the moon around
the planet-moon barycentre, Pp is the orbital period of the planet and fm is the
moon phase, fm = 0◦ when the moon is in opposition to the star. The peak-to-peak
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Fig. 4.6 Variation of TTV and TDV signals with planet (gray circle) and moon (white circle)
positions

Fig. 4.7 The side-on view
of the star-planet-moon
system shows the distance
perturbation of the planet
caused by the moon (two
grey circles)

amplitude of the TTV signal (�tT T V ) can be written as,

�tT T V ∼ 2amMmM
−1
p × Pp(2πap)

−1 . (4.63)
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Fig. 4.8 The value of ϒ−1 versus the planet’s position of pericentre, �p . The black, blue, green
and red lines represent planetary eccentricities (ep) of 0, 0.3, 0.6 and 0.9 respectively (Kipping
2009a)

In the case of eccentric orbits, the waveforms are not sinusoidal. The RMS ampli-
tude of the TTV signal is,

δT T V = 1√
2

a1/2p amMm(Mp + Mm)−1√
G(M∗ + Mp + Mm)

ζT (em,�m)

ϒ(ep,�p)
, (4.64)

where

ζT = (1 − e2m)1/4

em

√
e2m + cos(2�m)(2(1 − e2m)3/2 − 2 + 3e2m) , (4.65)

ϒ = cos

[
arctan

( −ep cos�p

1 + ep sin�p

)]
.

√
2(1 + ep sin�p)

1 − e2p
− 1 . (4.66)

In Eqs. 4.64–4.66, em is the moon eccentricity. �p and �m are the positions of
pericentre of planet and moon, respectively (Fig. 4.8, Kipping 2009a). FromKipping
(2009a), Earth-mass exomoons around Neptune-mass exoplanets could be detected
by Kepler. Unfortunately, a TTV signal can also be induced by a multitude of phe-
nomena, including general relativistic precession rate of periastra (Jordán and Bakos
2008), stellar proper motion (Rafikov 2009) and parallax (Scharf 2007) effects.
Therefore, a TTV signal by itself cannot confirm the presence of an exomoon.



4.3 Transit Timing Variations and Transit Duration Variations 77

4.3.2 Transit Duration Variation

Kipping (2009a) showed that exomoons should induce not only the TTV effect but
also the TDV effect on their host planets. TDV is the periodic change in the transit
duration over many measurements caused by the apparent velocity of the planet
which increases and decreases due to the planet-moon interaction. This has some
similarity to the Doppler spectroscopy technique, but TDV observations involve
tangential velocity variation rather than radial velocity.

For the systems with non-coplanar orbits, the TDV effect can be separated into
two main constituents, a velocity (V) component and a transit impact parameter
(TIP) component (Kipping 2009b). The V-component is caused by the variation in
velocity of the planet due to themoon’s gravity. The TIP-component is affected by the
planet moving between high and low host-star impact parameters. Kipping (2011b)
formulated that the total TDV signal is a linear combination between TDV-V signal
and TDV-TIP signals (Kipping 2011b).

As TDV-V and TDV-TIP have 0 or π -phase difference, the RMS amplitude of the
TDV signal is given by,

δT DV =

⎡
⎢⎢⎢⎢⎣

apbap cos2 i

(R∗ + RP)2 − a2p cos
2 i︸ ︷︷ ︸

TIP−Component

± 2πapb

Pm

1

vB⊥︸ ︷︷ ︸
V−Component

⎤
⎥⎥⎥⎥⎦ .

τ̄√
2

, (4.67)

where Pm is moon period, apb is the semi-major axis of the planet around the planet-
moon barycentre, and vB⊥ is the projected velocity of the planet-moon barycentre
across the face of the star during transit. The positive sign refers to prograde moon
orbits and the negative sign refers to retrograde orbits. For the planet’s inclination of
90◦ and the moon’s orbit which is coplanar with the planet-star orbit case, TDV-TIP
vanishes and the TDV amplitude can be written as,

δT DV =
√
ap

am
.

√
M2

m

(Mp + Mm)(M∗ + Mp + Mm)
.

τ̄√
2

ζD(em,�m)

ϒ(ep,�p)
, (4.68)

δT DV ∝ Mma
−1/2
m , (4.69)

where

ζD =
√
1 + e2m − e2m cos(2�m)

1 − e2m
, (4.70)

with τ̄ is the duration of a transit (τ̄ ∝ 1/vp⊥). Therefore, the TDV signal for an
edge-on circular orbit is,
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Fig. 4.9 The TTV and TDV signal simulated from 1 Earth-mass exomoon orbiting GJ436b. TTV
leads TDV by a π/2 phase difference. The solid line represents ep = 0, the dashed line ep = 0.3
and the dotted line ep = 0.6 (Kipping 2009a)

ST DV = τ̄

[
amMmPp

apMpPm

]
cos( fm) , (4.71)

and the RMS amplitude of the TDV signal is,

δT DV = τ̄
amMmPp

apMpPm
√
2π

. (4.72)

The TDV technique cannot detect habitable exomoons alone because the TDV
signals are relatively weak compared with the TTV signals (Porter and Grundy 2011)
and can also be induced by parallax effects (Scharf 2007). However, combining TDV
and TTV signals can confirm the presence of an exomoon, because the signals have
a π

2 -phase difference that provides a unique exomoon signature (Fig. 4.9). Moreover,
the orbital separation and mass of exomoons can also be obtained.

4.4 Habitable Exomoons

The search for and study of exomoons is interesting because the presence of exo-
moons may improve the probability of the existence of life on their host planets, and
the exomoons themselves also have a potential to host life. In the case of theMoon, it
has a stabilising effect on Earth’s axis and causes the tides on the Earth. Without the
Moon, life on the Earth may be restricted to less complex forms (Laskar et al. 1993).
The presence of large exomoons may also improve the probability of the life on their
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host planets, as a large moon can lock the planet and moon together, preventing tidal
locking to the star.

Moreover, a large moon could be habitable itself. Williams et al. (1997) suggested
that the mass of a habitable moon is larger than 0.12 M⊕. Chyba (1997) andWilliams
et al. (1997) also proposed that exomoons orbiting inside the giant gas planets’ Hill
sphere (the region of orbital stability) could host life. Although the moons orbiting
giant planets at 1 AU from a solar analogue would become tidally locked within a
few billion years after they form, their orbital period on timescales of a few days to
a few months could cause temperature fluctuations on them.

Habitable moons need to be large enough to retain water and an atmosphere, as
Williams et al. (1997) suggested. Although moons formed from the planetary disk
are unlikely to be greater than 0.01% the mass of the host planet, moons formed from
captures or impacts (Triton and the Moon) can be greater than 0.01% the mass of the
host planet (Canup and Ward 2006).

In order to find habitable exomoons, they should be located in the habitable zone
of the system. The habitable zone of exomoons can be defined simply as the distance
where planets receive the same energy as the Earth, rhab,

rhab =
√

L∗
L�

AU , (4.73)

where L� is the Sun’s luminosity (Kipping et al. 2009). Furthermore, the moon
can be lost from the planet due to three-body instability if the distance between the
planet and moon is too large. To be retained by the planet, the moon must have an
orbit that lies within the Hill sphere. The Hill sphere is a region that approximates
the gravitational sphere of influence. The radius of the sphere, called the Hill radius
(RH ), is found by solving the three-body problem and is equal to the distance of the
L1 and L2 Lagrangian points, which lie along the line of centres of the two bodies.

RH = ap

(
Mp

3M∗

)1/3

. (4.74)

Barnes andO’Brien (2002) approximated the stability for prograde and retrograde
moons as,

am ≤ 0.36RH , (4.75)

and
am ≤ 0.50RH , (4.76)

respectively. For exomoon orbital eccentricity, em , and planetary eccentricity, ep,
Domingos et al. (2006) approximated the stable semi-major axis for prograde and
retrograde moons as,

am ≤ 0.4895RH (1.0000 − 1.0305ep − 0.2738em) , (4.77)
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and
am ≤ 0.9309RH (1.0000 − 1.0764ep − 0.9812em) , (4.78)

respectively. Grishin et al. (2017) generalize Hill-Stability Criteria by taking into
account Lidov-Kozai mechanism and the effect of evection resonance.

However, the Hill sphere is only an approximation, and other forces can eventu-
ally perturb an object out of the sphere. Therefore, in order to investigate habitable
exomoons, the moon’s have to be stable long enough for life to form. The moon’s
orbit slowly changes due to perturbations caused by the tidal bulge of the planet. On
a moon with mass Mm and semi-major axis am , the tidal bulge causes a torque

τp−m = 3

2

k2pGM2
m R

5
p

Q pa6m
sgn(np − nm) , (4.79)

where G is gravitational constant, Rp is planet radius, k2p is the tidal Love number
of the planet, Qp is tidal dissipation parameter, sgn is the Signum function, np is the
angular velocity of the planet’s rotation and nm is the angular velocity of the moon’s
orbit (Murray and Dermott 1999). For a Jupiter-like system, Qp and k2p are around
105 and 0.5 respectively (Barnes and O’Brien 2002; Kipping et al. 2009).

Additionally, the total lifetime of amoon, Tp−m is defined by the time necessary for
the moon orbit in the region between the critical semi-major axis (acrit , the location
of the outermost satellite orbit that remains bound to the planet) and the planet’s
radius (Rp) (Barnes and O’Brien 2002):

Tp−m = 2

13
(a13/2cri t − R13/2

p )
Qp

3k2pMmR5
p

√
Mp

G
. (4.80)

In a recent study, Porter andGrundy (2011) used theKozaiCycle andTidal Friction
model to simulate captured exomoons around giants and found that exomoons could
stabilise in a few million years, which is very short relative to the life time of the
stars.

The transit technique is most sensitive to hot-Jupiters. Barnes and O’Brien (2002)
proposed that habitable exomoons should be Earth-like mass moons orbiting around
habitable-zone Jupiter-like planets around M-dwarf stars. Therefore, in this work,
we will focus on habitable exomoons orbiting a hot-Jupiter around a M-dwarf star.

4.5 Measuring Exomoon Detectability

4.5.1 Kepler Transiting Light Curve Generation

In order to generate transit light curves of a planet with a moon, the algorithms of
Kipping (2011a) are used. The Kepler mission is designed to monitor ∼150,000
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stars brighter than 16th magnitude (in the Kepler passband) with 20 parts per million
photometric precision at 12th magnitude in 6.5h (Batalha et al. 2010; Caldwell et al.
2010b). In order to meet this requirement, the estimated photon collection rate of
Kepler is (Borucki et al. 2005; Yee and Gaudi 2008; Kipping et al. 2009),

�ph = 6.3 × 108−0.4(m−12) photons/hour, (4.81)

where m is the apparent magnitude. However, Kepler photometry is also affected
by shot noise, background flux and instrumental noise. Table4.5 summarises the
properties we assume for Kepler photometry, including noise contributions we now
discuss (Fig. 4.10).

Shot Noise

Shot noise or Poisson noise comes from the discrete nature of photons. At 12th
magnitude, the largest noise component is the Poisson noise of the target (Caldwell
et al. 2010b) which we simulated.

Background Flux

The background flux for Kepler comes from zodiacal light from the Solar System
and diffuse starlight from background stars. In pre-launch prediction, the background
flux is estimated at around 334 e−sec−1 or 22 magnitudes per square arcsecond
(Caldwell et al. 2010b). However, in real observations, the background flux varies
across detectors and with orientation of the telescope. We adopted the pre-launch
background flux estimate to generate the light curves in this work.

Instrumental Noise

There are twomain components of instrumental noise forKepler: read noise and dark
current. From in-flight measurement, the read noise median value is 95 e−read−1 and
the dark current is 0.25 e−pixel−1s−1 which is low compared to the photons collected
from the targets (Caldwell et al. 2010a). We included it in our simulation, though its
affect on our results is negligible.

Table 4.5 Kepler photometry properties (Awiphan and Kerins 2013)

Parameter Value

Exposure time (s) 6.02*

Plate scale (arcseconds/pixel) 3.98†

Background flux (e−s−1) 334†

Read Noise (e−read−1) 95‡

Dark Current (e−pixel−1s−1) 0.25‡
∗Van Cleve and Caldwell (2009)
‡Caldwell et al. (2010a)
†Caldwell et al. (2010b)
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Fig. 4.10 Instrument noise (dashed), photon noise (dot-dashed), stellar variability (dotted) and
total noise (solid) of Kepler class photometry as a function of apparent magnitude of stars (Kipping
et al. 2009)

4.5.2 Measuring TTV-TDV Signals

In order to find the transit time of minimum and transit duration, the ingress and
egress of our simulated light curves are fitted. The light curves are divided into
phase bins using the input period which is assumed to be precisely determined from
observational data. A running straight-line fit is made to three consecutive points
of phased data. The fits with minimum and maximum slopes are chosen to define
the ingress and egress of the transit, respectively. The intersection between the light
curve median and the ingress and egress slopes are used to define the ingress (ting)
and egress (tegr ) times, respectively (Fig. 4.11). The time of minimum light (t0) and
the transit duration (τ̄mean) are defined as, t0 = (ting + tegr )/2, and τ̄mean = tegr − ting ,
respectively.

Using the mid-transit time, a new ephemeris as a function of epoch is derived. The
new ephemeris is determined by fitting a linear function to the mid-transit points.

T0(n) = T0(0) + nP , (4.82)

where n is epoch and T0 is time ofminimum light as a function of epoch. The residuals
of the times of minima and transit durations are taken as the TTV and TDV signals
of the system, respectively.
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Fig. 4.11 Simulated light curves of a 15 M⊕ habitable-zone planet with a 10 M⊕ moon for an
M-dwarf host star with planet period 89.35 days and moon period 2.24 days with different moon
phases: Conjunction (Top) and Quadrature (Bottom). Error bars are shown at 1,000 times their true
size. The fits of three red points show ingress time and egress time of the transit, and average flux
(median of flux data) (Awiphan and Kerins 2013)
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4.5.3 TTV-TDV Correlation Testing

From Sect. 4.3, TTV and TDV signals are sinusoidal functions and the TTV signal
is 90◦ out of phase with the TDV signal in coplanar systems. In the case of a circular
planetary orbit and a co-aligned moon orbit, the TDV-TIP component exists. From
Eqs. 4.61 and 4.71, the TTV signal, TDV signal and the relation between TTV and
TDV are,

STTV =
[
amMmPp

2πapMp

]
sin( fm) , (4.83)

ST DV = τ̄

[(
amMmPp

apMpPm

)
+
(

bp

1 − b2p

)(
amMm

R∗Mp

)
cos i p

]
cos( fm) , (4.84)

and

S2T DV = −
(
2πap τ̄

Pp

)2
(

Pp

ap Pm
+ bp

1 − b2p

cos i p
R∗

)2

S2T T V

+
(
amMm τ̄

Mp

)2
(

Pp

ap Pm
+ bp

1 − b2p

cos i p
R∗

)2

, (4.85)

where bp is impact parameter of the planet from its host and R∗ is host star radius.
However, the ratio between TDV-V to TDV-TIP is very large. For the systems in our
simulation, the minimum ratio is 1,100. Therefore, the TDV-TIP is negligible and
the relation between TTV and TDV signal can be written as,

S2T DV = −
(
2πτ̄

Pm

)2

S2T T V + τ̄ 2

(
amMmPp

apMpPm

)2

. (4.86)

Therefore, in theory, the plot between the square of the TTV signal and square
of the TDV signal should show a perfect linear relationship with negative slope.
However, there are other effects, such as star spots, instrument noise and sparsity of
observation which could produce false positive TTV and TDV signatures.

In this simulation, the instrument noise and observing frequency both affect the
TTV and TDV signals. Thus, the plot between S2T T V and S2T DV may not show a clear
linear relationship. In order to check this relationship, the Pearson product-moment
correlation coefficient was calculated to test the correlation between S2T T V and S2T DV .
The coefficient is

χ =
∑n

i=1(S
2
T T V,i − S2T T V )(S2T DV,i − S2T DV )√∑n

i=1(S
2
T T V,i − S2T T V )2

√∑n
i=1(S

2
T DV,i − S2T DV )2

. (4.87)
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A negative coefficient is produced by an inverse relationship between the two
variables and a positive coefficient means there is a positive linear relationship. The
positive slope of S2T T V and S2T DV plot means that the TTV and TDV signal are not
consistent with sinusoidal functions with a 90◦ phase difference. The TTV signal,
TDV signal and S2T T V versus S2T DV of three sample systems are shown in Fig. 4.15.
In following work, we defined correlation value to be minus-value of correlation
coefficient.

4.6 Detectability of Habitable Exomoons

4.6.1 Modelling Habitable Exomoons

Properties of the Host Star

In this analysis, M-dwarf stars are selected to be the exoplanet host stars. Very cool
(late K and earlyM type) dwarf stars have become popular targets of planet searches,
because the amplitudes of the transits generated by planets in M-dwarfs are larger
than those generated by hotter stars (Charbonneau et al. 2009; Bean et al. 2010b;
Vogt et al. 2010; Mann et al. 2012) and the small distance of their habitable zone
increases the transit probability of habitable planets as well as the transit frequency
per observation time (Kaltenegger 2010). Sasaki et al. (2012) also suggested that
the semimajor axis of the host planet for the most detectable exomoons around an
M-dwarf star is 0.2–0.4 AU. Therefore, the most detectable exomoons in M-dwarf
systems can orbit within the habitable zone. However, the host with mass less than
0.2 M⊕ cannot host a habitable exomoon (Heller 2012).

Kepler monitored the Cygnus region along the Orion arm centred where there
are about 0.5 million stars brighter than 16th magnitude (Kepler passband) within
its FOV. However, only 105 stars with magnitude brighter than 16 are expected to
be exoplanet hosts. In 2010 the Kepler mission announced 150,000 highest priority
target stars, but only 2% of these target stars have effective temperature less than
3500K (Batalha et al. 2010), whereas >70% of all stars within 20 pc are M-dwarfs
(Henry et al. 1994; Chabrier 2003; Reid et al. 2004). However, in 2011, the team
released additional exoplanet data, including 997 planet-candidate host stars inwhich
74 (>5%) have effective temperature less than 4400K in the Kepler Input Catalog
(Batalha et al. 2010; Borucki et al. 2011b; Brown et al. 2011).

For our simulation ofTTVandTDVsignals,we assume that the host is anM-dwarf
star with mass 0.5 M� and radius 0.55 R�. Their effective temperature, microtur-
bulent velocity and log g are set to be 3500 K, 1 km.s−1 and 4.5, respectively, as
applicable to solar-metallicity M-dwarf (Bean et al. 2006; Önehag et al. 2012). In
order to calculate the limb darkening coefficient, solar-metallicity is assumed and a
quadratic limb-darkening model is used. The values of limb-darkening coefficients
for the transmission curves of Kepler are obtained from Claret and Bloemen (2011).
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For ourM-dwarf targets, the value of the coefficients γ1 and γ2 are 0.4042 and 0.3268,
respectively.1

Properties of the Host Planet

Jupiter-like giant planets offer the best potential for detecting habitable exomoons
(Kipping et al. 2009). In order to investigate habitable exoplanets and exomoons, the
planet-star separation is set to be inside the habitable zone, starting at a separation
of 0.10 AU and increasing in logarithmically to 0.66 AU. This range includes the
semimajor axis of M-dwarf planets which Sasaki et al. (2012) argue on stability
ground may be among first detectable exomoon systems.

We simulate giant planets with masses ranging logarithmically from 15 to 150
M⊕. Fortney et al. (2007b) found that the radius of giant planets depends on their
overall mass, core mass and separation. For giant planets of age 4.5 Gyr, their radius
falls between 1.0 and 1.2 RJ (Jupiter radius). Therefore, we adopt a planet radius of
1.2 RJ .

4.6.1.1 Properties of the Exomoon

No exomoon has yet been discovered, therefore the properties of Earth-like planets
are used for the habitable exomoon in this work. Rocky planets with logarithmic
mass between 1 and 10 M⊕ are chosen. The radius of the moon is calculated from
Fortney’s model, using rock mass fraction equal to 0.66 (Earth-like planet):

Rm = 1.00 + 0.65 logMm + 0.14(logMm)2 (4.88)

whereMm and Rm are themoon’smass andmoon’s radius inM⊕ and R⊕, respectively
(Fortney et al. 2007a, b). Only a moon within the planet’s Hill sphere with an orbital
period between 1.00 and 3.16 days is considered. Again, for simplicity, circular orbits
are assumed.

4.6.2 Detectability of Habitable Exomoons

The light curves are generated with Kepler photometric noise. 146,410 light curves
are simulated with 11 independent values of each of four variable input parameters:
planet mass; planet separation; moon mass; and moon period, and 10 random initial
phases. The host stars are assumed to be M-dwarf stars of 12.5 magnitude in the
Kepler passband. The cadence of this simulation is 50 data points per day (every
28.8 mins) which corresponds closely to Kepler’s long cadence mode (every 29.4
mins) (Gilliland et al. 2010). In order to simulate the current Kepler data, a 3-year

1See http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/529/A75.

http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/529/A75
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Table 4.6 Input parameters
assumed for our exomoon
simulations (Awiphan and
Kerins 2013)

Star parameters

Mass (M�) 0.5

Radius (R�) 0.55

Apparent magnitude (Kp) 12.5

Quadratic limb-darkening
coefficient 1

0.4042

Quadratic limb-darkening
coefficient 2

0.3268

Planet parameters

Mass (M⊕) 15.0–150.0

Radius (RJ ) 1.2

Separation (AU) 0.10–0.66

Eccentricity 0.0

Inclination (degrees) 90.0

Moon parameters

Mass (M⊕) 1.0–10.0

Radius (R⊕) Equation4.88

Period (days) 1.00–3.16

Eccentricity 0.0

Inclination (degrees) 90.0

simulation of a transiting giant extrasolar planet with a rocky extrasolar moon was
run to find out the detectability of an exomoon in the M-dwarf habitable zone. The
details of physical parameters of the systems are listed in Table4.6.

The 4D-simulation is projected on to two-parameter planes in order to examine the
relation between two variables. Since we are only interested in negative correlations,
we define the projected correlation as:

χproj = 1

N

N∑
i(χ>0)

χi , (4.89)

where N is the total number of 2-D simulations that are projected and i(χ > 0) refers
only to those simulations with negative correlation. The projected plots therefore
represent averages over logarithmic parameter priors for negative correlation signals.
In the left hand panels of Fig. 4.12a, the plot between planet mass and moon mass
shows that a high-mass moon hosted by a low-mass planet is the most detectable of
the systems considered. This result agrees with the moon period versus planet mass
and moon mass plots (Fig. 4.12e, f). However, in these two plots, the changes in
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moon period do not affect the correlation. In Fig. 4.12b, the projection plot between
separation of planet and period of moon also does not show any significant trends.

Figure4.12c shows the detectability coefficient between mass and separation of
theplanet. Planetswith large separationhavehigher detectability than close-in planets
of the same mass. This result correlates with the result of moon mass versus planet
separation (Fig. 4.12d) which shows that, in systems of equal satellite mass, the
outer planet-moon systems have larger correlation coefficients. These features may
be produced by only a few transit events in systems with large star-planet separation,
because, at 0.6AUseparations, only three transit events are detected in the simulation.
Therefore, we now check the reliability of the correlation.

The analysis of correlations ismeaningfulwhen the correlations are not dominated
by noise. The variance of correlation is plotted in the right-hand panels of Fig. 4.12
in order to check the reliability of testing. From Fig. 4.12a–d, the variance plots
show that the systems with a small number of transit events (planets with long
orbital period) have higher variance. However, the value of the variance is still low
compared to the correlation coefficient.

While themagnitude ofχproj in Eq.4.89 is reduced by positive correlations that are
included in N , we have checked that the basic features in the plots of Fig. 4.12 trace
those obtained by ignoring positive correlations, albeit at a weaker level. Finally,
the assumption that moons of outer planets should be easier to detect than moons of
inner planets is confirmed by our simulations.

The theoretical lines of RMS amplitude of the TTV and TDV signals are shown to
investigate the features of the contours. For Fig. 4.12a the high amplitude of TTV and
TDV signals produces a high coefficient of detection with the same slope. Moreover,
the features in Fig. 4.12c, d are alsowell-correlatedwith TDVRMSamplitude signals
which can be explained by the relative weakness of TDV signals compared with TTV
signals. In conclusion, the detectability of exomoons is dominated by the amplitude
of TDV signals.

The structures of the correlation plots are explained by the magnitude of the TDV
signal. However, in Fig. 4.12c, d, gaps are evident at planet semi-major axes of 0.4
and 0.5 AU. The variance plots show that there is no difference in variance across
this region and that therefore the features in Fig. 4.12c, d are real. To investigate the
structures, the 4-D plots are sliced into 2-D plots. The correlation plots of planet
separation versus planet mass, and of planet separation versus moon mass are shown
in Figs. 4.13 and 4.14. Systemswith highmoonmass and low planet mass have a high
value of correlation and the features in these contours correspond to the projected
contours of Fig. 4.12, including the gap structures.

In Figs. 4.13 and 4.14, the maps with similar moon period show gap features at
the same planet separation, but they shift with a different moon period. The ratios
between moon period and planet which produce the gap are near-integer values
and correspond to the cold spots in Fig. 4.12b. Therefore, the gap structures can
be explained by a resonance between the planet and moon period which produces
constant detected TTV and TDV signals. However, they also depend on the number
of detected transit events. In short period systems which have a larger number of
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(a) Planet mass versus moon mass

(b) Planet semimajor axis versus moon period

(c) Planet mass versus planet semimajor axis

Fig. 4.12 Correlation (left) and variance of correlation (right) between a planet mass and moon
mass, b planet semimajor axis and moon period, c planet mass and planet semimajor axis, d moon
mass and planet semimajor axis, e planet mass versus moon period, and f moon mass and moon
period of the light curves. The contour is averaged over other two variable. The RMS amplitude of
the TTV signal (dashed) and RMS amplitude of the TDV signal (dot-dashed) in units of seconds
are presented. The cold spots in b indicate the data with the planet period in resonance with the
moon period (Awiphan and Kerins 2013)
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(d) Moon mass versus planet semimajor axis

(e) Planet mass versus moon period

(f) Moon mass versus moon period

Fig. 4.12 (continued)
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transits, the gap structures are more difficult to produce due to the larger range of
detected planetary phases (Fig. 4.15).

4.7 Exomoon Detectability with Interstellar Noise

In reality, stars can vary in brightness due to pulsation, rotation and activity (red
noise). Around 40–70% of M-dwarfs have variability with photometric dispersion
(σm) ∼3–5 mmag, depending on their brightness. Normally, the error in the ingress
and egress parts dominates the uncertainties in the mid-transit time and transit dura-
tion. However, the red noise also affects the uncertainties over longer period.

For stars with 12.5 magnitude in theKepler passband, the variability fraction with
amplitude σ > 0.1 is nearly 1 (Ciardi et al. 2011) and their noise tends to have long
variation periods (≥5 days) (McQuillan et al. 2012). Therefore, in our simulation, the
red noise with a 12days period was added into the light curves in order to investigate
the effect of stellar noise to the detectability. The stellar variability amplitude is
based on that found for M-dwarfs with Keplermagnitude between 12 and 14 (Ciardi
et al. 2011). In order to simulate short term variability, five minor variations with
uniformly distributed periods between 0 and 12 days and amplitudes less than half
of the amplitude of the main variation were also added. An example of our simulated
red noise is shown in Fig. 4.16.

Our test of the effects of red noise was based on the following parameters. We
simulated planets with log(Mp/15M⊕) equal to 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5 and
tested moons with log(Mm/M⊕) equal to 0.8, 0.9 and 1.0. The planet and moon are
assumed to have a period of around 89 and 2.2 days, respectively, corresponding to
the peak. The stellar parameters of M-dwarf host stars are described in Table4.6.
The values of limb-darkening coefficients for the transmission curves of Kepler are
obtained from Claret and Bloemen (2011). For each set of parameters used, we used
simulations with high TTV-TDV correlation (>0.7) to examine the effect of red noise
on high-confidence detections. We simulated 500 different variations to each light
curve. The result in Fig. 4.17 shows that the presence of intrinsic stellar variability
of M-dwarfs might affect the exomoon detectability. The stellar variability reduces
the exomoon detection correlation by 0.0–0.2 with 0.1 median reduction. However,
for our simulated systems with planet masses less than around 25 M⊕ with moon
masses 8–10 M⊕, typically 25–50% of them still have correlations high enough to
be confirmed as exomoon detections.

4.8 Conclusion

The light curves of a transiting exoplanet with an exomoon were simulated for the
purpose of determining the detectability of exomoons. TheKepler photometric noise
wasmodelled to the light curve in order to simulate the data fromKepler. Quantifying
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Fig. 4.16 Our simulated stellar red noise with a main noise component of 12 days period (Awiphan
and Kerins 2013)

Fig. 4.17 Median correlation as a function of planet mass. We assume an exomoon with
log(Mp/15M⊕) equal to 1.0 (Blue circle with dot line), 0.9 (Red square with dashed line) and
0.8 (Green triangle with dashed-dot line) orbiting around an M-dwarf with planet period and moon
period of 89.35 and 2.24 days, respectively. Thick lines show the median correlations of the systems
without stellar variability. The forward diagonal hatch region, shaded area and backward diagonal
hatch region represents a 25–75th percentile region of systems with 1.0, 0.9 and 0.8 M⊕ planets,
respectively, in the presence of red noise (Awiphan and Kerins 2013)
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the detectability was done by phase-correlation between TTV and TDV signals. TTV
and TDV always exhibit a 90◦ phase shift. Therefore, the TTV2 signal is linearly
correlatedwith theTDV2 signal. ThePearsonproduct-moment correlation coefficient
was used to determine the detectability of the signals. The effects of intrinsic stellar
variation of an M-dwarf reduce the detectability correlation coefficient by 0.0–0.2
with 0.1median reduction. For simulationswith rednoisewith planetmasses less than
around 25 M⊕, 25–50% of simulated systems with 8–10 M⊕ moon have correlations
high enough to confirm the presence of an exomoon.
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Chapter 5
Microlensing Maps of the Galaxy

For longer than a decade, several microlensing surveys have monitored a large
number of stars and detected thousands of microlensing events over the Galactic
bulge (Hamadache et al. 2006; Popowski et al. 2005; Sumi et al. 2003, 2006, 2013;
Wyrzykowski et al. 2015; Mróz et al. 2017). The microlensing optical depth, average
time scale andmicrolensing rate are key parameters which provide basic information
of microlensing events. The theoretical prediction maps of these parameters are very
useful for survey area selection for both on-going and future microlensing surveys.

Kerins et al. (2009) presented syntheticmaps of these parameters over theGalactic
bulge using catalogues generated from the Besançon Galactic model (Robin et al.
2003; Marshall et al. 2006). However, the simulated maps are available in only I ,
J , and K bands. In this work, the latest version of Besançon Galactic model is used
to simulate the first real-time web-based microlensing map. We intend to add some
additional tools to constrain the parameters of the lens and source, such as filter,
source magnitude limit and relative proper motion, to the map, which will be useful
for the future microlensing surveys toward the Galactic bulge.

5.1 Gravitational Microlensing

5.1.1 Gravitational Microlensing Background

Thegravitationalmicrolensing techniquewasfirstproposedbyEinstein (1936);Liebes
(1964) and Refsdal (1964). It occurs when a foreground lens object passes close to
an observer’s line of sight to a background source. The gravitational field of the lens-
ing object will perturb the light rays, which creates multiple images, andmagnifies or
demagnifies thesourceflux.Moreover, thepresenceofadditionalobjects in the lensing
system, such as stellar or planetary companions,will create an additional perturbation
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to the brightness of the source. However, microlensing events are rare, unpredictable
and unrepeatable (Gaudi 2012).

Themicrolensing surveys toward theGalactic bulge have provideduseful informa-
tion for the search for exoplanets and for the studyofGalactic structure (seeSect. 5.1.2
for the study of Galactic structure, Paczynski 1996 and Gaudi 2012). For exoplanet
detection, the microlensing technique is sensitive to systems at large distances from
the Earth and for a wide range of lens masses, including low-mass planets, wide-
separation planets, free-floating planets and planets beyond the snow line, because it
does not require the detection of flux from the planet or the host star (Kennedy and
Kenyon2008;Lecar et al. 2006).Therefore,microlensingcanprovide thedemograph-
ics of planetary systems throughout the Galaxy without bias towards bright or nearby
stars. However, in order to fully characterize the properties of large numbers of distant
and faint systems, space-based microlensing missions that can isolate host star light
from the background stars in crowded fields are required (Gaudi 2012).

The first planet that was discovered using microlensing was OGLE 2003-BLG-
235/MOA 2003-BLG-53 in 2004 (Bond et al. 2004). Currently, more than 40 planets
have been detected using this method. In the future, the number of planet detections
using microlensing will increase due to the ongoing main microlensing surveys,
MOA (Bond et al. 2002), OGLE (Udalski et al. 2008) and KMTNet (Henderson
et al. 2014), and also future space-based microlensing surveys, such as WFIRST
(Spergel et al. 2013, 2015) and Euclid (Laureijs et al. 2011).

5.1.2 Single Lens Microlensing

The basic geometry ofmicrolensing of pointmass lenses is shown in Fig. 5.1.A single
point mass M (a lens) is located at a distance Dl , and background source is located
at distance Ds . When the source passes by the lens with angular separation β, the
source light is deflected by the gravity of the lens by an angle α̂d . The images of the
source with the apparent angular position θ are displaced by an angle αd = θ − β,

β = θ − αd = θ −
(
Ds − Dl

Ds

)
α̂d . (5.1)

From General Relativity, the deflection angle of a light ray in the gravitational
field of a point mass is

α̂d = 4GM

c2
b

|b|2 , (5.2)

where G is the gravitational constant, c is the speed of light and b is the distance
vector between the light ray and the lens (Einstein 1915). If the lens and source are
exactly aligned (β = 0), the source is imaged into a ring of angular radius
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Fig. 5.1 The geometry of
light paths of a microlensing
event. Light leaves the
source S, passes the lens L
and reaches the observer O,
appearing as two images (I+
and I−)

θE =
√
4GM(Ds − Dl)

c2DsDl
(5.3)

called the Einstein radius, which is the characteristic angular separation for gravita-
tional lensing. For the lensing effect of stars on other stars in the Galaxy, the Einstein
radius can be written as,

θE = 2.85mas

(
M

M�

)1/2 (
1 − x

x

)1/2 (
Ds

kpc

)1/2

, (5.4)

where x = Dl/Ds . The physical Einstein radius in the plane of the lens is

RE = θE Dl . (5.5)

Therefore, the single lens equation (Eq.5.1) can be written in simple form as,

u = y − 1

y
, (5.6)

where u = β/θE is the impact parameter and y = θ/θE , which has two solutions:

y± = ±1

2
(
√
u2 + 4 ± u) . (5.7)

The positive solution (the major image) is located outside the Einstein radius
(y+ > 1) and the negative solution (the minor image) is located inside the
Einstein ring (|y−| < 1). For microlensing events in the Galaxy, the angular sep-
aration between the two images cannot be resolved by optical telescopes (�θ =
|y+ − y−|θE = (u2 + 4)1/2θE � 2θE , where u � 1). Themagnification of the source
in polar coordinates (u,φ) is obtained by examining the geometry of the images.
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The magnification of each image can be written as,

A± = y±
u

∣∣∣∣dy±
du

∣∣∣∣ ,

= 1

2

(
u2 + 2

u
√
u2 + 4

± 1

)
. (5.8)

Therefore, the total absolute magnification is,

A = A+ + A− ,

= u2 + 2

u
√
u2 + 4

. (5.9)

The source, lens and observer are all in relative motion. Therefore, the angular
separation between the source and lens is a function of time. For a system with
uniform relative proper motion, μ, the impact parameter change with time, u(t), can
be written as

u(t) =
[
u20 +

(
t − t0
tE

)2
]1/2

, (5.10)

where u0 is the minimum impact parameter of the event, t0 is the time of closest
alignment (u = u0) and tE is the Einstein radius crossing time,

tE = θE

μ
. (5.11)

Figure5.2 shows examples of microlensing light curves with different values of u0.

5.2 Microlensing Properties

5.2.1 Optical Depth

Microlensing events are unpredictable. In order to calculate the probability of
microlensing along a line of sight at any given time, the optical depth which is
the number of ongoing events at a given time, is used. Microlensing events are usu-
ally defined as events having an angular separation between source and lens not more
than the angular Einstein ring radius of the lens. Therefore, the optical depth is the
fraction of sky that is covered by the Einstein rings of foreground lenses within same
solid angle, �. For a shell with solid angle � at a distance Dl with thickness dDl ,
the number of lenses in the shell is n(Dl)�D2

l dDl , where n is the number density
of lenses. Therefore, the optical depth can be written as,
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Fig. 5.2 Microlensing light curve with different values of minimum impact parameter

τ =
∫ Ds

0
n(Dl)D

2
l πθ2EdDl . (5.12)

The probability, P , that sources are microlensed is

P = 1 − e−τ . (5.13)

In the case of Galactic microlensing, the optical depth is small. Then, the probability
can be written as P � τ

Optical depth directly relates to the mass density of compact objects along the
line of sight as the mass density of lenses of mass Ml is ρ = nMl and πθ2E ∝ Ml .
Therefore, the optical depth depends only on the mass density along the light of
sight; it is independent of both lens mass and kinematics.

5.2.2 Average Einstein Radius Crossing Time

The average Einstein radius crossing time is

〈tE 〉 =
∑Nev tE
Nev

. (5.14)
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where Nev is the number of events and tE is defined byEq.5.11. Although, tE depends
on the lens mass, lens distance and velocity, the tE distribution can be used to probe
the mass function of the lens objects.

5.2.3 Microlensing Event Rate

The microlesning event rate is the rate at which a background source undergoes
a microlensing event due to foreground lenses. Assuming events occur when the
lens-source angular separation comes within Einstein radius, the probability that
microlensing will occur in a time dt is the fraction of the sky covered by solid angle
2θE and μdt . Therefore, the microlensing event rate of an event is

� =
∫ Ds

0
n(Dl)μD

2
l 2θEdDl . (5.15)

As relative proper motion is related to the crossing time, for a given line of sight,
the total microlensing rate is

� = 2τ

π 〈tE 〉 , (5.16)

where 〈tE 〉 is the event timescale averaged over all events.

5.3 Microlensing Towards the Galactic Bulge

Themicrolensing surveys toward theGalactic bulge haveprovideduseful information
for the search for exoplanets and for the study of Galactic structure (Paczynski 1996;
Gaudi 2012). Several microlensing surveys have monitored a large number of stars
and detected thousands of events over the bulge [e.g. OGLE (Udalski et al. 1994;
Sumi et al. 2006;Wyrzykowski et al. 2015),MOA (Sumi et al. 2003, 2013), KMTNet
(Hwang et al. 2015), MACHO (Alcock et al. 1997, 2000; Popowski et al. 2005) and
EROS (Afonso et al. 2003; Hamadache et al. 2006)]. The microlensing optical depth,
τ , measures the fraction of the sky covered by the Einstein rings of the lenses for
a given line of sight. As the optical depth is directly related to the mass density of
the lens population, it can be used to determine the mass distribution of the bulge.
However, a difficulty in measuring the microlensing optical depth stems from the
fact that it is sensitive to the individual contributions of long duration events. Another
measurable property from the surveys is the microlensing event rate, �, which has
the advantage that it is not dominated by a small number of long duration events
but the disadvantage that it is sensitive to Galactic kinematics and the stellar mass
function, as well as the mass distribution.
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A number of measurements of the bulge optical depth have been made by the
survey teams, often under different sample definitions. We loosely categorize these
as: resolved source measurements, difference image analysis (DIA) source measure-
ments and red clump giant (RCG) sourcemeasurements. The resolved sourcemethod
includes all sources which are brighter than the survey magnitude limit, whilst the
DIAmethod includes fainter sources which may only brighter above the survey limit
during lensing. The DIA method has the benefit that it is less sensitive to systematic
blending within crowded fields and potentially provides a better S/N ratio measure-
ment due to the larger available sample size. At the other extreme the RCG method
uses samples of events which involve only bright sources that are assumed to be well
resolved and therefore should exhibit a minimal blending bias. In recent studies,
DIA optical depth measurements tend to be about 25% higher that those derived
from RCG samples (Sumi et al. 2013).

TheMOA-II survey (Sumi et al. 2013) determined the optical depth froma study of
474 events with sources brighter than 20th magnitude in the I-band toward the bulge.
They determined a value of τDIA = [2.35 ± 0.18]e[0.51±0.07](3−|b|) × 10−6 [1]. For the
average optical depth, they found that τDIA,200 = 3.64+0.51

−0.45 × 10−6 at (l = 0.97◦,
b = −2.26◦). These results are broadly consistent with previous measurements from
MOA-I (Sumi et al. 2003), OGLE (Sumi et al. 2006),MACHO (Popowski et al. 2005)
and EROSHamadache et al. (2006) (Table 5.1 and Sect. 6.1).

In the recent years, more detailed theoretical models have been developed in order
to predict the microlensing optical depth values (Han and Gould 2003; Wood and
Mao 2005; Kerins et al. 2009). Kerins et al. (2009) presented synthetic maps of
optical depth and event rate over the Galactic bulge using catalogues generated from
the Besançon Galactic model developed by Robin et al. (2003) with 3D extinction
maps from Marshall et al. (2006). The observational result tends to agree with the
theoretical models. However, the recent MOA-II surveys provide an optical depth
for RCG sources that is 30–40% below the prediction of Kerins et al. (2009), which
might be the result of lacking long crossing time events in the observational data or
could indicate deficiencies in the model (Sumi et al. 2013).

5.4 The Besaçon Galactic Model

The Besançon model, a Galactic population synthesis model, is designed to describe
the observable properties of the Galactic stellar population by relating them to mod-
els of Galactic formation and evolution, stellar formation and evolution and stellar
atmospheres in any given line of sight, using constraints from observational data
(Robin et al. 2003, 2012, 2014). In the Besançon model, stars are created from gas
following an initial mass function (IMF) and star formation rate (SFR), and evolved
according to theoretical stellar evolutionary tracks. For each simulated star, the pho-
tometry, kinematics and metallicity are computed. In order to simulate the Galaxy,

1The subscripts of optical depths indicate themethod of analysis and the long duration cutoff in days.
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four main populations are assumed: a thin disk; thick disk; bulge/bar; and stellar
halo. The modelling of each population is based on theoretical consideration (stel-
lar formation, evolution and density distributions) and is constrained by empirical
observations (local luminosity function, star counts and proper-motion surveys). A
star age, IMF and SFR are assumed, allowing the model to generate the distribu-
tion function of absolute magnitude, age and effective temperature of the stars. In
order to obtain a more realistic model, the observational errors and Poisson noise are
included.

The model also includes a 3D extinction map (Marshall et al. 2006). An interstel-
lar extinction distribution in three dimensions is computed from the 2MASS survey
(Cutri et al. 2003) towards the inner Galaxy (|l| ≤ 100◦ and |b| ≤ 10◦), with 15′
resolution. Marshall et al. (2006) calculated the extinction as a function of distance
along each line of sight by comparing observed reddened stars to unreddened sim-
ulated stars from the Besançon model. This distribution can be used to determine
the observed colours and magnitudes of the simulated stars. In the following work, a
later version of Besançonmodel (Robin et al. 2014) has been used andwe summarize
the main components below.

5.4.1 Thin Disk

The thin disk is a major component in the Galactic central region. It is assumed to
have an age of 10 Gyr. A constant SFR over the past 10 Gyr is assumed, along with
an IMF with two slopes, dN/dm ∝ m−1.6 for m < 1M� and dN/dm ∝ m−3.0 for
m > 1M�. The total mass of the thin disk is 9.3 × 109 M� . The luminosity function
determined fromHipparcos observations is adopted (Haywood et al. 1997a, b; Robin
et al. 2003), whilst the underlying density law follows the Einasto (1979) density
profile with a central hole:

ρd = ρd0 ×
[
exp

(
−

√
0.25 +

(
R
Rd

)2 +
(

Z
εRd

)2
)

−exp

(
−

√
0.25 +

(
R
Rh

)2 +
(

Z
εRh

)2
) ]

, (5.17)

where

• R and Z are the cylindrical galactocentric coordinates;
• ε is the axis ratio of the ellipsoid
• Rd is the scale length of the disk
• Rh is the scale length of the central hole in the disk
• ρd0 is the mass density normalization, assuming that the Sun is located at

R� = 8 kpc from the Galactic centre and Z� = 15 pc above the disk plane (Jahreiß
and Wielen 1997)
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The important parameters of the thin disk are the scale height and the size of the
central hole. The disk scale height is constrained by the Galactic potential, stellar
evolutionary tracks and star counts which are used to constrain the initial mass
function (IMF) and star formation rate (SFR) of the disk population (Haywood et al.
1997b). Due to a hole in the centre. the maximum density of the thin disk is located
at about 2.5 kpc from the Galactic centre. The kinematics follows the Hipparcos
empirical estimates of Gomez et al. (1997). The population of thin disk is divided into
7 distinct components with different distributions of age, scale height and velocities
(Robin et al. 2012).

5.4.2 Thick Disk

The thick disk is of much lower density than the thin disk locally but becomes
important at Galactic latitudes above about 8–10◦. In the model it is assumed to
be a separate population from the thin disk, with a distinct star formation history.
Recent constraints from SDSS and 2MASS data lead to revisions of the scale length
and scale heights (Robin et al. 2014). We make use of the single thick disk episode
of formation presented in Robin et al. (2014), modelled by a 12 Gyr isochrone of
metallicity−0.78 dex, with a density law following amodified exponential (parabola
up to z = 658 pc, followed by an exponential with a scale height of 533 pc), which
is roughly equivalent to a sech2 function of scale height 450 pc. Its properties have
been constrained by the star count results of Reylé and Robin (2001) with an IMF
of dN/dm ∝ m−0.5. The radial density follows an exponential with a scale length of
2.355 kpc. Its kinematics follow the results of Ojha et al. (1996).

5.4.3 Bulge/Bar

A new model of the bulge of the Besançon model has been proposed by Robin
et al. (2012), as the sum of two ellipsoids: a standard boxy bulge (bar), the most
massive component which dominates the stellar content of latitudes below about 5◦,
and another ellipsoid (thick bulge) with longer and thicker structure which can be
observed at higher latitudeswhere the bar starts to be less prominent. However, Robin
et al. (2014) showed that the “thick bulge” population was in fact the inner part of the
thick disk, where its short scale length makes a large contribution in the bulge region.
Hence, in this new version, the populations in the bulge region are: the thin disk, the
bar and the thick disk. The angle of the bar to the Sun-Galactic Centre direction is 13◦.
The bar kinematics are taken from the model of Fux (1999) and the bulge kinematics
are established to reproduce the BRAVA survey data (Rich et al. 2007). The stellar
density and luminosity function are taken from the results of Picaud andRobin (2004)
with a single burst population of 10 Gyr age. The IMF below and above 0.7 M� are
assumed to be dN/dm ∝ m−1.5 and a Salpeter slope, dN/dm ∝ m−2.35, respectively
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(Picaud and Robin 2004). The total bar mass is 5.9 × 109 M�. The model mass to
light ratio is 2.0 at the Sagittarius Window Eclipsing Exoplanet Search (SWEEPS)
field (l = 1.25◦, b = −2.65◦) in Johnson-I band which is compatible with result of
Calamida et al. (2015) in F814W filter (wide I ).

5.4.4 Stellar Halo

The stellar halo is older than the thick disk (14Gyr) andmetal poor ([Fe/H] =−1.78).
A single burst population with an IMF, dN/dm ∝ m−0.5, and total mass of
4.0 × 1010 M� are assumed (Robin et al. 2003). The density law has been revised in
the study of SDSS+2MASS star counts (Robin et al. 2014). It is nowmodelled with a
power law density with an exponent of 3.39 and an axis ratio of 0.768. Its kinematics
ismodelledwithGaussian velocities distributions of dispersion (131, 106, 85) in km/s
in the (U,V,W) plane, and no rotation.

5.5 Manchester–Besançon Microlensing Simulator

The Manchester–Besançon Microlensing Simulator (MaBμlS) is the first real-time
web-based program that can create microlensing maps of the Galactic bulge.2 The
input parameters of the program are summarized in Table 5.2.

From the MaBμlS web page, the parameters can be selected as in Fig. 5.3. After
selecting the parameters, the program uses pre-computed simulated data to compute
microlensing propertymaps. In the program,microlensingmaps of theGalactic bulge
in an area between −10 and 10 degrees from the Galactic centre for both Galactic
latitude and longitude with 15’ × 15’ resolution are simulated. In order to obtain
enough sample stars in all magnitude ranges for simulating microlensing maps of
the Galactic bulge, the simulated stars from the Besançon model are divided into
4 magnitude ranges catalogues : −10 ≤ H < 15, 15 ≤ H < 19, 19 ≤ H < 23 and
H > 23. Due to computational time limits, each catalogue has a different solid angle
size. The sizes of solid angle are calculated to contain around 1,000 stars at Baade’s
Window (l = 1◦, b = 4◦) (Table 5.3).

All source and lens pairs within the same field are used to calculate the maps
of optical depth, average Einstein crossing time and microlensing event rate, for
both the resolved source and difference imaging analysis (DIA) source (Alard 2000;
Wozniak 2000; Bramich 2008)method. For each line of sight, the computational time
for each microlensing property is longer than 1 minute. Therefore, it is impossible to
create an interactive web-basedmicrolensingmap, which contains amaximum 6,400
line of sights, by real-time computation. In order to create the real-time web-based

2Manchester–Besançon Microlensing Simulator - MaBμlS, which is publicly available online at
http://www.mabuls.net/.

http://www.mabuls.net/
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Table 5.2 Input parameters of the MaBμlS

Property Value

Version of Besançon model Version 1307

Galactic latitude (b) −10.125◦ − +9.875◦

Galactic longitude (l) −9.875◦ − +10.125◦

Filter U , V , B, R, I , J , H , K , L

Microlensing source Resolved sources, DIA sources

Minimum source apparent magnitude (Mmin) ≥ 12 or no limit

Maximum source apparent magnitude (Mmax) ≤ 23

Event duration (tE ) 1–1,000 day

Lens population All, Thin disk and thick disk, Bulge and halo

Microlensing property Optical depth, Average Einstein radius crossing
time

Event rate per sky area, Event rate per source
star

Microlensing map image parameter Interpolation

Number of contours

Power of colour bar stretch power law

Percentile of intensity clipping

Error map image parameter Interpolation

Number of contours

Power of colour bar stretch power law

Percentile of intensity clipping

Table 5.3 Solid angles of the MaBμlS simulated catalogues

Magnitude range Solid angel (deg2)

−10 ≤ H < 15 4.5 × 10−3

15 ≤ H < 19 1.4 × 10−4

19 ≤ H < 23 1.6 × 10−5

H > 23 2.0 × 10−5

calculation, the pre-computed microlensing properties are stored in 4 dimensioned
grids:

• Filter: 9 filters: U , V , B, R, I , J , H , K , L
• Magnitude limit: 12 ranges: Ms <12.0, 13.0, 14.0, 15.0, 16.0, 17.0, 18.0, 19.0,
20.0, 21.0, 22.0, 23.0

• Crossing time: 9 ranges: (tE,min , tE,max ) = (1,101/3) d, (101/3,102/3) d, (102/3,10)
d, (10,104/3) d, (104/3,105/3) d, (105/3,100) d, (100,107/3) d, (107/3,108/3) d,
(108/3,1000) d

• Population: 2 populations: Thin disk and thick disk lenses, Bulge and Halo lenses
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Fig. 5.3 The MaBμlS parameter selections web-page
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For unresolved sources, the instantaneous fraction of events with impact param-
eter u small enough to be detectable scales as u2, though over time the rate of
detectable events scales as u. For calculating microlensing parameters for DIA
sources, the optical depth and average time scale are weighted by u2τ ,min=min(1, u2)
and ut,min=min(1, u), respectively, where u is

u =
√

2A√
A2 − 1

− 2 , (5.18)

where A is minimum magnification needed for detection,

A = 100.4(M−Mlim ) . (5.19)

In Eq.5.19, M is the survey magnitude of the source star and Mlim is the magnitude
limit in the same filter. Therefore, weighted minimum impact parameters for DIA
sources can written as:

umin =
{
1, A ≤ (3/

√
5) ,√

2A√
A2−1

− 2, otherwise .
(5.20)

For resolved sources, the minimum impact parameter can be written as

umin =
{
0, Ms > Mlim ,

1, otherwise ,
(5.21)

for both optical depth and average time scale.
In followingwork, the finite source effect has been taken into account. Only events

in which the source star angular radius is smaller than the minimum impact distance
are used. Therefore, the weight can be written as

umin =
{
0, θE × umin ≤ Rs/Ds ,

umin, otherwise ,
(5.22)

where Rs is stellar radius of source star.
The average impact parameter is weighted by μDl RE because of the different

frequency of occurrence of microlensing events with different relative proper motion
(μ), lens distance (Dl) and Einstein radius (RE ) in each pair. The weighted average
can be written as,

〈umin〉w =
⎧⎨
⎩
1, Ms < Mlim ,∑Nl (Ds>Dl )

l=1 uminμDl RE∑Nl (Ds>Dl )
l=1 μDl RE

, otherwise .
(5.23)
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The weighted average is used to weight the parameters as the average impact
parameter of all lenses for each source. For the real-time computation, pre-computed
results are stored in from of a ratio of two function S(x) and W (x) with the final
result being S(x)/W (x). For the pre-computed optical depth we define,

S(τ ) =
Ns∑
s=1

Nl (Ds>Dl )∑
l=1

u2τ ,minπθ2E
�0

�s�l
, (5.24)

and

W (τ ) =
Ns∑
s=1

〈
u2τ ,min

〉
w

�0

�s
, (5.25)

where �0 is solid angle of the field. �l and �s are the solid angles over which the
source and lens catalogues are simulated, respectively. Hence τ = S(τ )/W (τ ), For
the average crossing time, we have

S(tE ) =
Ns∑
s=1

Nl (Ds>Dl )∑
l=1

ut,minD
2
l θ

2
E

�0

�s�l
, (5.26)

and

W (tE ) =
Ns∑
s=1

Nl (Ds>Dl )∑
l=1

〈
ut,min

〉
w
D2

l θEμ
�0

�s�l
. (5.27)

In MaBμlS, the specific range of sources magnitude and Einstein crossing time
can be selected. For a specific range, the event rate is calculated by the ratio for the
summed rate weights

〈
ut,min

〉
w
D2

l θEμ of all events and the sum only in the selected
range. The calculated equation for the selected range can be written as:

• Optical depth

τ =
∑All bins

i Si (τ )
∑Selected bins

j S j (tE )∑All bins
i Wi (τ )

∑All bins
i Si (tE )

. (5.28)

• Average Einstein radius crossing time

〈tE 〉 =
∑Selected bins

i Si (tE )∑Selected bins
i Wi (tE )

. (5.29)
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• Event rate per sky area

�deg2 = 2

π�0

∑All bins
i Si (τ )

∑Select bins
j W j (tE )∑All bins

i Si (tE )
. (5.30)

• Event rate per source star

�star = 2

π

∑All bins
i Si (τ )

∑Select bins
j W j (tE )∑All bins

i Si (tE )
∑All bins

i Wi (τ )
. (5.31)

where bin is the pre-computed grid. However, the data were computed at specific
grid points of location, source magnitude and crossing time. To obtain parameters
of a point in between the grids, linear interpolation between two nearest grids is
performed.

The error maps of the properties are useful for estimating the accuracy of the
property maps in a specific filter, source magnitude and crossing time range. The
estimated errors of each quantity are calculated by separating the quantities into
two groups by random number and computing their standard deviation. The uniform
distribution between 0 and 1 is used to be the random number for each star. If the
random number of a star less than 0.5, it belongs to group 1. The stars with random
number greater than or equal to 0.5 belong to group 2. In each group, the parameters
are calculated with the same methods as the properties maps. The standard deviation
of parameter from each group is used to be the error of the parameter. These estimated
errors show the variability of quantities from the Besançon Galactic model.

For the computation, some lines of sight contain a large number of stars, especially
in low Galactic latitude areas which consume large amounts of computational time.
The calculation with 1,000 stars from each catalogue provides a good sample of the
stars in that area. The 1,000 star sample has a normalised estimated error of less than
30% for an H < 20 source magnitude. Therefore, in this work, for the lines of sight
that have catalogues exceeding 1,000 stars, only 1,000 randomly sampled stars in
each catalogue are used. The solid angles are correspondingly renormalized.

The computed microlensing maps are shown from http://www.mabuls.net as in
Fig. 5.4 Several examples of microlensing map outputs are shown in Figs. 5.5, 5.6,
5.7, 5.8 and 5.9.

For each map, the user can investigate the microlensing rate as a function of
source magnitude and Einstein crossing time in 1×1 degree regions as in Fig. 5.10.
A computed event rate histogram for such a region is shown as in Fig. 5.11. The
example histogram of DIA sources with H < 20 as function of source magnitude
and crossing time are shown in Figs. 5.12 and 5.13, respectively.

http://www.mabuls.net
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Fig. 5.4 Example MaBμlS
microlensing map output
web-page
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Optical depth

Average crossing time

Fig. 5.5 Example optical depth, average crossing time and event rate maps with resolved sources
(Left) and DIA sources (Right) brighter than H < 20 from MaBμlS
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Event rate per area

Event rate per star

Fig. 5.5 (continued)
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Average crossing time

Optical depth

Fig. 5.6 Example optical depth, average crossing time and event rate variance maps with resolved
sources (Left) and DIA sources (Right) brighter than H < 20 from MaBμlS
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Event rate per area

Event rate per star

Fig. 5.6 (continued)
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H < 13 H < 14

H < 15 H < 16

H < 17 H < 18

Fig. 5.8 Example optical depth of DIA sources at various magnitude limit from MaBμlS
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H < 19 H < 20

H < 21 H < 22

H < 23

Fig. 5.8 (continued)
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U Filter B Filter

V Filter R Filter

I Filter J Filter

Fig. 5.9 Example optical depth ofDIAsources for variousfilters at< 20th magnitude fromMaBμlS
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H Filter K Filter

L Filter

Fig. 5.9 (continued)
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Fig. 5.10 ExampleMaBμlS timescale and magnitude histogram selection web-page (beta version)
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Fig. 5.11 Example MaBμlS event rate histogram result web-page
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0◦ ≤ l < 1◦ 1◦ ≤ l < 2◦

2◦ ≤ l = 3◦ 3◦ ≤ l < 4◦

4◦ ≤ l < 5◦ 5◦ ≤ l = 6◦

Fig. 5.12 Histograms of microlensing event rate as a function of source magnitude in H -band at
0◦ ≤ b < 1◦ with different Galactic longitude ranges from MaBμlS
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6◦ ≤ l = 7◦ 7◦ ≤ l < 8◦

8◦ ≤ l < 9◦ 9◦ ≤ l = 10◦

Fig. 5.12 (continued)
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0◦ ≤ l < 1◦ 1◦ ≤ l < 2◦

2◦ ≤ l = 3◦ 3◦ ≤ l < 4◦

4◦ ≤ l < 5◦ 5◦ ≤ l = 6◦

Fig. 5.13 Histograms of microlensing event rate as a function of crossing time in H -band at
0◦ ≤ b < 1◦ with different Galactic longitude ranges from MaBμlS
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6◦ ≤ l = 7◦ 7◦ ≤ l < 8◦

8◦ ≤ l < 9◦ 9◦ ≤ l = 10◦

Fig. 5.13 (continued)
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5.6 Conclusion

The microlensing technique can be used to discover exoplanets and study Galactic
structure. To date, microlensing surveys toward the Galactic bulge have detected
thousands of microlensing events. The statistics of detected events provides useful
information on the Galactic structure, such as its mass and kinematics. As there are
many ongoing and future microlensing surveys, a microlensing simulator, that can
provide detailed microlensing maps, is useful for optimising the future survey design
and to compare with observed event sample.

The Besançon Galactic model is a Galactic population synthesis model, which
can provide the observable stellar properties, based on constraints from observational
data. Using the Besançonmodel, themicrolensing properties maps can be calculated.
In this work, we have developed the Manchester–Besançon microlensing simulator
(MaBμlS - http://www.mabuls.net), which is the first real-time online microlensing
simulator. TheMaBμlS can simulate the optical depth, averageEinstein crossing time
and event rate maps of resolved and DIA sources with different source magnitude
and in different filters. The simulated maps cover 10 × 10◦ area with 0.25 × 0.25◦
resolution. The program can also calculate histograms of microlensing event rate as
a function of source magnitude in 1×1 degree region.
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Chapter 6
Besançon Model Simulations of MOA-II

To date, there are thousands of microlensing events have been detected by survey
teams, such as MOA (Bond et al. 2002), OGLE (Udalski et al. 2008) and KMTNet
(Hwang et al. 2015). These event samples can be used to calculate the optical depth,
average crossing time and event rate of the microlensing events at the Galactic bulge.
In a recent study, the MOA-II survey (Sumi et al. 2013) determined these parameters
from a study of 474 microlensing events in 2006–2007 observation season.

In this chapter, we present the first field-by-field comparison between microlens-
ing observations, MOA-II (Sumi et al. 2013), and the Besançon population syn-
thesis Galactic model. Using a recent version of Besançon Galactic model (Robin
et al. 2014) and the Manchester-Besançon Microlensing Simulator (MaBlS) (See
Chap. 5), maps of optical depth, average event duration and event rate for resolved
source populations and for difference imaging analysis (DIA) events are provided.
The simulation follows the selection criteria of the MOA-II survey. The predicted
event time-scale distributions are also compared to that observed.

6.1 MOA-II Microlensing Survey

TheMOA survey started observations with a 0.61 metre telescope at Mt. John obser-
vatory, New Zealand, in 1995 (Sumi 2010). The MOA survey is designed to perform
a long-term continuous wide-field survey at the Galactic bulge in order to find and
alert microlensing events. The second phase of the survey (MOA-II) uses the 1.8
metre telescope at Mt. John observatory. The telescope is equipped with MOA-cam3
with ten 2K×4K CCDs and 15µm pixels (Sako et al. 2008). The plate scale is 0.58
arcsec per pixel which gives 2.18 deg2 field-of-view. The survey covers 4 deg2 every
10 min. The custom MOA-Red wide-band filter, the sum of the flux measured in
standard Kron/Cousins R and I band, are used. The data are reduced by the DIA
method (Bond et al. 2001).
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Sumi et al. (2013) published microlensing parameter maps of the MOA-II 2006–
2007 observational season. The survey delivered a high cadence photometry of mil-
lions of stars in 21 fields towards the Galactic bulge. Each field is divided into 80
sub-fields, however one sub-field is not used due to technical reasons. The number
of used sub-fields is 1536 in total. The data in fields gb5 and gb9 were taken with
10 min cadence which provided 8,250 images in each field. For the 19 other fields,
1660–2980 images of each were taken with 50 min cadence.

In order to performmicrolensing event selection, light curves with a single instan-
taneously bright event and a flat baseline, which are fit with single lens microlensing
model (See Sect. 5.1.2), are chosen (Sumi et al. 2011). Events should have a min-
imum impact parameter u0 <1.0. From previous studies, binary lenses contribute
about 8% (Jaroszynski 2002), 6% (Alcock et al. 2000), 3% (Jaroszynski et al. 2004)
and 6% (Sumi et al. 2006) of the event rate. Sumi et al. (2013) excluded binary lens
events and applied a 6% correction. From the data, more than 1,000 microlensing
candidates are detected, but only 474 high quality events pass the criteria (Fig. 6.1,
Sumi et al. 2011). Three event selection criteria are adopted:

• Cut-0: Difference image event peaks have signal to noise ratio > 5 at the same
positions on more than 2 images.

• Cut-1: The objects have more than 500 data points with more than 10 baseline
data points (χ2/dof ≤ 3). The peak contains more than 3 consecutive data points
with excess flux > 3σi

√
χ2/dof, where σi is the error of the flux for the i th

measurement.

Fig. 6.1 Histogram ofMOA-II 474 high quality events with the best-fit models with the power-law
(red) and log-normal (blue) mass functions for stellar, stellar remnant and brown dwarf populations
(dashed lines), planetary-mass population (dotted lines) and the sums of these populations (solid
lines) (Sumi et al. 2011)
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• Cut-2: The events can be modelled with a point source and a single lens object
with χ2/dof ≤ 2.

Sumi et al. (2013) defined 2 source samples; an all-source sample and a Red
ClumpGiant (RCG) sample. The all-source sample is all 474 events which have peak
magnitude I < 20. The RCG sample is 83 events which have baseline magnitude
I = 17.5 mag and (V − I ) > (V − I )RC − 0.3 mag, where (V − I )RC is the V − I
colour of the RCG centroid which vary with on location of the sub-field. The RCG
controid colours are calculated by the method of Nataf et al. (2013).

In order to compute microlensing properties, the detection efficiency was deter-
mined by Monte Carlo simulation by adding artificial microlensing events (Sumi
et al. 2003). They simulated 20 million artificial microlensing events and evaluated
the efficiency as a function of Einstein crossing time. The detection efficiency in
each field, 〈ε〉, is given by,

〈ε〉 =
∑

i

[
�(tE,i )ε(tE,i )

]

∑
i �(tE,i )

, (6.1)

where tE,i is the Einstein radius crossing time for the ith event and �(tE ) is the rate
of events of duration tE for each sub-field. However, in the MOA-II data, detected
events are not presented in all sub-fields. Therefore, a Gaussian weighted average of
the observed detection efficiency within 1 degree is used to calculate the efficiency.
For the all-star sample, the Gaussian weight uses σ = 0.4◦ and σ = 1.0 − 2.5◦ for
the RCG sample. Sumi et al. (2013) calculate the microlensing event rate, �, from,

� = 1

NsourceT0

∑

i

1

ε(tE,i )
, (6.2)

where Nsource is the total number of source stars and T0 is the survey duration.
The optical depth, which is the instantaneous number of microlensing events with

the impact parameter u0 ≤ 1, is calculated using the following equation,

τ = π

2NsourceT0

∑

i

tE,i

ε(tE,i )
. (6.3)

To avoid an optical depth bias towards large tE events, a maximum event duration
tE,max = 200 days is set. The average optical depth in all fields from the MOA-II
survey is 1.87+0.15

−0.13 × 10−6 and 1.58+0.27
−0.23 × 10−6 for the all-source sample and RCG

sample, respectively. The maps of MOA-II microlensing properties are shown in
Fig. 6.2.

The results from the central region (|l| < 5◦) were binned with �b = 0.5◦ width
and an exponential fit were performed by Sumi et al. (2013). The optical depth as a
function of Galactic latitude can be written as

τAll−source = (2.35 ± 0.18) e(0.51±0.07)(3−|b|) × 10−6 ,
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τRCG = (1.64 ± 0.27) e(0.47±0.17)(3−|b|) × 10−6 . (6.4)

For the event rate per area, the exponential model is

�deg2,All−source = (52.03 ± 2.38) e(0.50±0.04)(3−|b|)Events.yr−1deg−2 ,

�deg2,RCG = (3.91 ± 0.48) e(0.75±0.10)(3−|b|)Events.yr−1deg−2 , (6.5)

and for the event rate per star is

�star,All−source = (23.92 ± 1.13) e(0.60±0.05)(3−|b|) × 10−6Events.yr−1star−1 ,

�star,RCG = (21.86 ± 2.64) e(0.65±0.11)(3−|b|) × 10−6Events.yr−1star−1 . (6.6)

Comparing these results with the theoretical modeling of Kerins et al. (2009),
which used the Besançon Galactic model to predict microlensing properties, the
observed optical depth contours of the all-sources sample seem to match the model.
However, different event selection criteria are used. In this chapter, a later version
of Besançon model (Robin et al. 2014) is used to compute MOA-II microlensing
property maps, in order to compare observational data with our microlensing model
from the latest Besançon Galactic model.

6.2 Simulating the Galactic Bulge of the MOA-II Field

6.2.1 Simulating the MOA-II Fields

Wesimulate theMOA-II survey data taken from the 2006 and 2007 observing seasons
(Sumi et al. 2011, 2013)with theBesançonGalacticmodel. In order to obtain enough
samples in each magnitude range, we produce lens/source star catalogues spanning
four H -bandmagnitude ranges. H -band selection ensures that we adequately sample
all relevant stellar types, though we stress that our calculations are performed using
the corresponding R and I -bandmagnitudes of the sources since these are the relevant
filters for MOA-II. Our ranges correspond to: −10 ≤ H < 15, 15 ≤ H < 19, 19 ≤
H < 23 and H > 23. The latter ranges are dominated by stars that are too faint to
act as sources but do act as lenses. The solid angle in each catalogue, 	sim, is chosen
to contain ∼6,000 stars in each range towards Baade’s Window (l = 1◦, b = −4◦)
(Table 6.1). The first catalogue (−10 ≤ H < 15) has a solid angle of 0.026 deg2,
corresponding to the size of the MOA-II sub-fields. The simulation catalogues stars
out to a distance of 15 kpc and has the same overall areal coverage as the MOA-II
survey. Our final results are appropriately inverse weighted with 	sim in order to
recover the relevant microlensing observables.
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Table 6.1 Solid angles used for the simulated catalogues.	sim is used to compute the spatial maps,
whilst 	sample is used to compute the global time scale distribution (Awiphan et al. 2016b)

Magnitude range 	sim (deg2) 	sample (deg2)

−10 ≤ H < 15 2.6 × 10−2 4.5 × 10−3

15 ≤ H < 19 8.4 × 10−4 1.4 × 10−4

19 ≤ H < 23 9.6 × 10−5 1.6 × 10−5

H > 23 1.2 × 10−4 2.0 × 10−5

For each line of sight, themicrolensing optical depth, average time scale and event
rate toward the Galactic bulge are calculated using all combinations of source and
lens pairs from the four catalogues. We compute microlensing quantities obtained
from all resolved sources above a specific magnitude threshold and also from all
difference imaging analysis (DIA) sources which have a magnified peak above the
same threshold (Alard 2000; Wozniak 2000; Bramich 2008). Therefore, the baseline
magnitude of the DIA sources can be fainter than the limit. For unresolved sources,
the instantaneous fraction of events with impact parameter u small enough to be
detectable scales as u2, though over time the rate of detectable events scales as u.
Therefore, we weight the optical depth by min(1, u2) and the rate-weighted average
duration by min(1, u), respectively. The impact parameter moments of Eq. 6.13 are
rate-weighted as explained in Sect. 6.3.1 in order to reflect the fact that observables
are necessarily obtained from rate-biased samples.

The finite source effect is also taken into account in our calculations even though
it contributes a small fraction of the sample. The events that involve a source star
with angular radius larger than the angular Einstein radius are not used to calculate
the microlensing parameters. However, they are accounted for in the source number
normalisation. In practice, this modification alters our results only at the 1% level
(see Eq. 6.12).

For sources that have a magnitude fainter than the magnitude limit, the impact
parameter is weighted byμDl RE because of the different frequency of occurrence of
microlensing events with different relative proper motion (μ), lens distance (Dl) and
Einstein radius (RE ). The weighted average of parameter, x ≤ 1, can be written as,

〈x〉w =
{
1, Ms < Mlim ,

∑Nl (Ds>Dl )
l=1 xμDl RE

∑Ns
s=1

∑Nl (Ds>Dl )
l=1 μDl RE

, otherwise .
(6.7)

The estimated errors of each quantity are calculated by separating the quantities into
two groups and computing their standard deviation. These estimated errors show the
variability of quantities from the Besançon Galactic model.

One important issue that we do not explicitly address is source blending. In princi-
ple this can be examined within the context of a population synthesis model through
construction of artificial images. However, this is beyond the scope of the present
work. Instead, we choose to model only the two idealized cases as described in
Sect. 5.3 (resolved and DIA sources). If the model is a good representation of the
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reality, these cases should provide reasonable upper and lower limits on the potential
number of events within specific MOA-II sources sub-samples. Our DIA estimate
should always provide a firm upper limit to the observed microlensing rate per star.
On the other hand, our resolved source calculations should provide a firm lower limit
to the number of events per star. MOA-defined sub-samples such as clump giants
should yield a rate somewhere intermediate to these regimes as the RCG sources are
resolved but known to be confined to the bulge, whereas in our simulation typically
more than 15% of our sources are closer to the observer. However, their contribu-
tion to the overall optical depth and rate is typically much smaller due to the long
disk lens–disk source crossing time. We note that, in order for the model to accu-
rately compute the microlensing rate per unit sky area it would also be necessary to
accurately mimic the source colour-magnitude cuts of the survey.

6.2.2 Adding Low-Mass Star, Brown Dwarf and Free
Floating Planet Populations

The time scale distribution of the MOA-II observational data, excluding the gb21-
R-8-53601 event, which is located outside the Besançon extinction map, and the
Besançon simulated data are shown in Fig. 6.3. The histogram of the Besançon data
is generated from the sample catalogues using the same criteria as Sect. 6.2.1 but
with smaller solid angles, 	sample, which contain ∼1,000 stars at Baade’s Window
in each catalogue (Table 6.1). From the histogram, the mean crossing time of the
Besançon resolved source (25.5 days) and DIA source (26.3 days) samples are larger
than the MOA-II mean time scale for all sources (24.0 days) and RGC sources (19.2
days) (Sumi et al. 2013).

In order to investigate the shape of the distributions, the residual event rate distri-
bution (N ′

Besancon − NMOA) is shown in Fig. 6.3, where N ′
Besancon is Besançon event

rate scaled to the number of MOA-II events per year (
∑

NMOA). The Besançon data
shows a deficit of short time scale events (<10 days) and an excess of 10–30 day
events which may be caused by the lack of low-mass stars and brown dwarfs in the
model (Penny et al. 2013). Therefore, we add in low-mass stars and brown dwarf
lenses using the same stellar catalogue but replacing the lens mass according to a
brown dwarf mass function, as discussed below.

In order to simulate the low mass star population, the same Besançon catalogues
from Sect. 6.2.1 are used. In each Galactic component, we add low-mass stars which
are missing from the catalogue by extending the normal star mass function slopes,
α ∝ log(dN/dm)/ logm, to the H-burning limit of 0.079M	 which is the minimum
mass limit of the Besançon thin disk population (Table 6.2). We assume this limit
to be the H-burning limit and use the same limit for the other three populations.
We also add in a brown dwarf population with mass function slope, αBD, extending
down to 0.001 M	 and normalised the number of brown dwarfs to number of stars
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Fig. 6.3 The Einstein radius crossing time distribution of the MOA-II survey and the Besançon
data (top) and the residual between the MOA-II survey and the Besançon data, which scaled with
the number of MOA-II events, with their MOA-II distribution error (bottom). The blue shaded
area (blue thin line) represents the efficiency corrected time scale distribution for the MOA-II DIA
sources, excluding event gb21-R-8-53601. The crossing time distribution of the Besançon resolved
sources (red thick line) andDIA sources (blue thick dashed line) are also presented. The error bars of
the Besançon distributions are shown at 100 times their true size. The red line and blue dashed line
represent the residual of the Besançon resolved sources and DIA sources, respectively (Awiphan
et al. 2016b)
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Table 6.2 The mass function of the simulated low-mass star population (Awiphan et al. 2016b)

Component Mass range MF slope

Thick disk 0.079M	 − 0.154M	 −0.50

Bulge 0.079M	 − 0.150M	 −1.50

Halo 0.079M	 − 0.085M	 −0.50

Fig. 6.4 The mass functions of bulge population (Red) and added low-mass stars (Blue) and brown
dwarfs (Green)

at the H-burning limit (Fig. 6.4). The additional populations use the same kinetic
parameters as the original catalogue and are used for the lens stars only.

In order to find the best value of αBD, the Besançon data from sub-field 7-4 of
20 separate fields (Fields gb1-gb20) normalised by the MOA-II event rate are used
to calculate the timescale distributions (Figs. 6.5 and 6.6). In Fig. 6.7, the reduced
chi-squares of the predicted versus observed timescale distributions as a function of
αBD between −0.9 and 1.0 are shown. Sumi et al. (2011) find that αBD = −0.49 for
the 2006–2007 MOA-II data. From our simulation, an MF slope of αBD = −0.4+1.9

−0.4
provides the best reduced chi-square value. This result is consistent with theMOA-II
result, but disagrees with the result from some field surveys for young nearby brown
dwarfs which suggests a power lawMFwith slopeαbd > 0.0 (Kirkpatrick et al. 2012;
Jeffries 2012). Therefore, brown dwarfs with mass function slope −0.4 are added to
the simulation in order to bring agreement with the observed time scale distribution.

The time scale distribution of the Besançon model with added low-mass stars
is shown in Fig. 6.8. The MOA-II survey is analysed using DIA photometry. The
number of detected microlensing events per year with efficiency correction from the
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αBD = 1.0 αBD = 0.9

αBD = 0.8 αBD = 0.7

αBD = 0.5 αBD = 0.5

Fig. 6.5 The Einstein radius crossing time distribution of the MOA-II survey and the Besançon
data with adding low-mass star and brown dwarfs. The descriptions are the same as in Fig. 6.3
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αBD = 0.4 αBD = 0.3

αBD = 0.2 αBD = 0.1

αBD = 0.0 αBD = -0.1

Fig. 6.5 (continued)
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αBD = -0.2 αBD = -0.3

αBD = -0.4 αBD = -0.5

αBD = -0.6 αBD = -0.7

Fig. 6.5 (continued)
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αBD = -0.8 αBD = -0.9

Fig. 6.5 (continued)

MOA-II survey (NMOA) is between the number of events from the Besançon resolved
sources (0.83 NMOA) and DIA sources (2.17 NMOA). In the absence of significant
blending effects, we should expect our resolved and DIA predictions to bracket the
true result; the fact that it does is rather reassuring. However the effects of blending
are complex and amore detailed comparison would require modeling both the source
selection criteria and the source blend characteristics of theMOA-II image data. This
is beyond the scope of the current work. In the case that all resolved source events
are detected, we might be tempted to conclude that 12% of faint stars which can only
be detected by the DIA method are observed. However, differences in the assumed
filter response can equally be a factor.

The mean crossing times are shorter than the mean crossing time of original
Besançon model for both resolved sources and DIA sources, at 20.3 and 20.9 days,
respectively. This is close to theMOA-II RCG timescale (19.2 days), but a little lower
than their mean timescale for all sources (24.0 days). These mean crossing times also
agree with mean crossing times of the OGLE-III survey for resolved sources brighter
than I = 19with the relative errors on their crossing time of less than 100%.The aver-
age timescales are determined assuming a log-normal model within three regions:
positive longitude (l > 2◦, 22.0 days), central (−2◦ < l < 2◦, 20.5 days) and nega-
tive longitude (l < −2◦, 24.2 days) (Fig. 6.8) (Wyrzykowski et al. 2015).

In Fig. 6.7, the residuals of the distribution (model − data) with added low-mass
stars show a slight deficit of events with short crossing time between 0.3 and 2 days
and very long crossing time between 30 and 200 days. Moreover, the model tends
to over-predict the number of events with duration between 2 and 30 days, though
there is not a high statistical significance to any of these discrepancies. Overall, our
best-fit brown dwarf slope provides a match to the MOA-II timescale distribution
with a reduced χ2 
 2.2with 19 degrees of freedom (Fig. 6.7). Therefore, the overall
mass of the lens population in this simulation is increased about by 10%. The total
mass of each population is, 8.0 × 107M	 (thin disk), 2.8 × 108M	 (thick disk),
4.1 × 108M	 (halo) and 5.1 × 108M	 (bulge).
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αBD = 1.0 αBD = 0.9

αBD = 0.8 αBD = 0.7

αBD = 0.5 αBD = 0.5

Fig. 6.6 The scaled residual between the MOA-II survey and the Besançon data with added low-
mass stars and brown dwarfs with the MOA-II distribution error. The descriptions are the same as
in Fig. 6.3
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αBD = 0.4 αBD = 0.3

αBD = 0.2 αBD = 0.1

αBD = 0.0 αBD = -0.1

Fig. 6.6 (continued)
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αBD = -0.2 αBD = -0.3

αBD = -0.4 αBD = -0.5

αBD = -0.6 αBD = -0.7

Fig. 6.6 (continued)
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αBD = -0.8 αBD = -0.9

Fig. 6.6 (continued)

Fig. 6.7 The reduced chi-square values of the model timescale distribution with respect to the
MOA-II data for 20 fields is presented as a function of brown dwarf mass function slope. Red
circle dots and lines represent the Besançon resolved source data. Blue square dots and dashed lines
represent the Besançon DIA source data. Thick lines and thin lines show the original data and the
data with added low-mass stars, respectively (Awiphan et al. 2016b)
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Fig. 6.8 The Einstein radius crossing time distribution of the MOA-II survey, OGLE-III events in
−2◦ < l < 2◦ fields and the Besançon data with added low-mass stars and brown dwarfs (top). The
scaled residual between the MOA-II survey and the Besançon rates (bottom). The descriptions are
the same as in Fig. 6.3 (Awiphan et al. 2016b)
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Fig. 6.9 The Einstein radius crossing time residual histogram of the Besançon DIA sources for
each Galactic lens component. The residual distribution of all lens components is shown by the red
line. The blue thin dashed, green thick dashed, cyan dash-dotted and magenta dashed-dot-dotted
lines with shaded areas represent thin disk, thick disk, halo and bulge lenses, respectively (Awiphan
et al. 2016b)

To analyse the structure of the residual histogram, we show the contributions of
each lens component separately in Fig. 6.9 for DIA sources. The histogram is calcu-
lated by assuming that the proportion of each component to the observed rate scales
with their proportionate rate within the model. We find that the bulge lens compo-
nent dominates both the over-predicted and under-predicted regimes, suggesting a
mismatch in bulge kinematics, or spatial distribution, as the principal source of the
problem.

6.2.3 Timescale Selection

To compare the model optical depth, rate and average duration to the MOA-II survey
we must ensure that we match the timescale selection. Accordingly, the maximum
Einstein crossing time (tE,max) of this work is set at 200 days to match the MOA-II
maximum Einstein crossing time (Sumi et al. 2013). Furthermore, for the minimum
Einstein crossing time (tE,min), events with duration below 40 min in fields gb5 and
gb9 and 200 min in other fields contribute negligibly (Sumi et al. 2011, 2013).
Therefore, the optical depth of all events (τall) and histograms of Einstein crossing
time in each field are used to calculate the optical depth (τselect), average Einstein
crossing time (〈tE 〉select) and event rate (�select) of the events which meet the criteria.
Thus
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τselect = τall

∑tE,max

i=tE,min
t2E,i Ni

∑∞
i=0 t

2
E,i Ni

, (6.8)

〈tE 〉select =
∑tE,max

i=tE,min
t2E,i Ni

∑tE,max

i=tE,min
tE,i Ni

, (6.9)

and

�select =
tE,max∑

i=tE,min

Ni , (6.10)

where tE,i and Ni are the crossing time and the number of microlensing events
associated with the logarithmic timescale bin i , respectively.

6.3 Microlensing Maps

6.3.1 Optical Depth

Figure 6.10a shows optical depth maps for both resolved and DIA source samples
for a survey limit Mlim = 20. The maps are computed for the Johnson R and I filter
bands, which are comparable to the Cousins R and I bands of the MOA-II survey.
The total optical depth of all source and lens pairs is calculated by averaging the
optical depth of all sources along the line of sight,

τ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∑Ns
s=1

∑Nl (Ds>Dl ,Ms<Mlim,u p>0)
l=1

πθ2
E

	l

	0
	s

∑Ns (Ms<Mlim )

s=1
	0
	s

Resolved ,

∑Ns
s=1

∑Nl (Ds>Dl )
l=1 u2p

πθ2
E

	l

	0
	s∑Ns

s=1

〈
u2p

〉
w

	0
	s

DIA ,

(6.11)

where Ms is the source magnitude and Mlim is the survey limiting magnitude. 	0 is
the MOA-II sub-field solid angle. 	l and 	s are the solid angles over which the lens
and source catalogues are simulated, respectively, and Ns and Nl are the number of
catalogue sources and lenses, respectively. The impact parameter u p is given by

u p =
{
0, θE × min(1, ut ) ≤ θ∗ ,

min(1, ut ), otherwise .
(6.12)

Here, θ∗ is the source star angular radius and ut is the largest impact parameter for
an event to be detectable above the survey limiting sensitivity. Ds and Dl are the
distance to the source and the lens from the observer, respectively. To take account
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of magnification suppression by finite source size effects, whenever under the point-
source regime the source angular size is larger than the largest detectable impact
parameter, we assume the event to be undetectable. The n-th moment of u p, 〈unp〉w,
is obtained through rate-weighted averaging:

〈
unp

〉
w

=
⎧
⎨

⎩

1, Ms < Mlim ,∑Nl (Ds>Dl )
l=1 unpμDl RE

∑Ns
s=1

∑Nl (Ds>Dl )
l=1 μDl RE

, otherwise ,
(6.13)

where μ is the lens–source pair-wise relative proper motion.
We employ the same Gaussian spatial smoothing window function as Sumi et al.

(2013), with σ = 0.4◦ within 1◦. In order to compare the data with theMOA-II results,
the sub-fields with l > 9◦ are excluded due to the kernel contribution from sub-fields
outside the Besançon extinction map at l > 10◦.

From the simulation results, the optical depth of DIA sources is larger than the
optical depth of resolved sources, as was also found by Kerins et al. (2009) using
an earlier version of the Besançon model. However the current model predicts a
significantly lower optical depth compared with Kerins et al. (2009) due to the lower
mass of the Galactic bulge (which is a factor of two lower than for the earlier model).
However, the optical depth values are compatible with the Penny et al. (2013) result
which also uses a more recent version of the Besançon model (version 1106). In
Figs. 6.11 and 6.12, the DIA sources provide a higher optical depth compared to
the resolved sources as expected. The optical depth distribution is dominated by
the bulge population which contains about 50–80% of the lens stars. The thin disk,
thick disk and stellar halo lenses provide slightly larger optical depth contributions
at negative longitude than positive longitude due to the fact that bulge sources, which
dominate the statistics, tend to lie at larger distances at negative longitudes.

6.3.2 Maps of Average Event Duration

In order to calculate the average time scale, each Einstein crossing time (tE ) is rate-
weighted by a factor μDl RE . Finally, the average time scale, 〈tE 〉, is obtained as

〈tE 〉 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑Ns
s=1

∑Nl (Ds>Dl ,Ms<Mlim,u p>0)
l=1 θ2

E D
2
l

	0
	l	s∑Ns

s=1

∑Nl (Ds>Dl ,Ms<Mlim)
l=1 θE D2

l μ
	0

	l	s
(Resolved),

∑Ns
s=1

∑Nl (Ds>Dl )
l=1 u pθ

2
E D

2
l

	0
	l	s∑Ns

s=1

∑Nl (Ds>Dl )
l=1

〈
u p

〉
w

θE D2
l μ

	0
	l	s

(DIA),

(6.14)
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Maps of the average event duration are shown in Fig. 6.10b. The maps show
shorter timescales compared to Kerins et al. (2009) and Penny et al. (2013), due to
the addition of low-mass star and brown dwarf lenses. There is no major difference
between the average time scale of resolved sources and DIA sources. The negative
longitudes provide slightly longer time scales than positive longitudes due to the bar
geometry resulting in typically larger Einstein radii at negative longitudes.

In Figs. 6.13 and 6.14, we show the average timescale maps individually for the
thin disk, thick disk, stellar halo lens and bulge lens populations for resolved sources
and DIA sources, respectively. The maps show a reasonably symmetric spatial dis-
tribution in the average event duration, with bulge lenses exhibiting typically shorter
time scales compared to other lens components. Since bulge lenses dominate the
event rate in the inner Galaxy (Figs. 6.15 and 6.16) the overall map of event duration
shown in Fig. 6.10b closely resembles that of the bulge lens population. We also
confirm from Figs. 6.13 and 6.14 that the long duration region at longitude l > 7.5◦
evident in Fig. 6.10b arises from the disk lens population as the density of bulge
lenses become sub-dominant away from the Galactic Centre.

6.3.3 Map of Microlensing Event Rate

The total event rate is obtained by dividing the optical depth maps by their corre-
sponding average time scale maps:

� = 2

π

τ

〈tE 〉 . (6.15)

Figure 6.10c, d show maps of microlensing event rate per square degree (�deg2 )
and event rate per star (�star), respectively. �deg2 is obtained by integrating the rate
over the effective number of sources:

N =
⎧
⎨

⎩

∑Ns (Ms>Mlim)
s=1

	0
	s

Resolved ,
∑Ns

s=1

〈
u p

〉
w

	0
	s

DIA.
(6.16)

In Fig. 6.10c we see that�deg2 for DIA sources is higher than for resolved sources,
as expected. The area integrated microlensing event rate in the simulated maps for
resolved sources and DIA sources is 1,250 and 3,250 events per year, respectively.
The maps of �star in Fig. 6.10d for resolved sources and DIA sources do not show
a major difference indicating that, overall, they probe sources and lenses at similar
distances with similar kinematics.

In Figs. 6.15 and 6.16, the maps of �star are shown separately for each lens
population. The strong dominance of bulge lenses over most of the MOA-II region
is evident.
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6.4 Confronting MOA-II Observations

6.4.1 Galactic Latitude Variation

The optical depth, microlensing event rate per square degree and microlensing event
rate per star from the Besançon Galactic model and survey observations at differ-
ent Galactic latitudes are presented in Fig. 6.17. The results are calculated from the
optical depth and microlensing event rate between l = −5◦ and l = 5◦. The stars in
each simulated sub-field are binned to 0.5◦ in Galactic latitude, in similar fashion to
the MOA-II survey (Sumi et al. 2013). The results from the previous measurements,
as well as the simulated models of this work, are listed in Tables 5.1 and 6.3, respec-
tively. The shaded areas in Fig. 6.17 show the 68% confidence interval of the data.
The shaded 68% confidence intervals are obtained by generating random deviate
distributions of each exponential fit model assuming that the errors on the best-fit
parameters are Gaussian distributed.

From Fig. 6.17a comparing the MOA-II data and the Besançon simulated data,
the optical depth at b > 1.5◦ agrees very well with an exponential fit. For b < 1.8◦,
the optical depths decrease due to the high column density of dust in that area. Over
the lower latitude regions (b < 3◦), the Besançon DIA optical depth is lower than
the MOA-II all-source optical depth by a factor of 2, a factor similar to that found
by Penny et al. (2013) (Fig. 6.18). The exponential models of the Besançon optical
depth are,

τRes = (1.18 ± 0.03) e(0.330±0.017)(3−|b|) × 10−6 ,

τDIA = (1.31 ± 0.02) e(0.357±0.013)(3−|b|) × 10−6 . (6.17)

In Fig. 6.17b, the event rate per square degree for the Besançon resolved sources
is compatible with the MOA-II all-source event rate, however for DIA sources it is
3 times higher than the MOA-II result. This might be a consequence of the blending
effect as discussed in Sect. 6.2.2. The results from both also show the same turning
point at l = 1.8◦ as the optical depth. The exponential fits for the event rate per square
degree give,

�deg2,Res = (43 ± 4) e0.380±0.510)(3−|b|)Events.yr−1deg−2 ,

�deg2,DIA = (119 ± 9) e(0.510±0.060)(3−|b|)Events.yr−1deg−2 . (6.18)

For the microlensing event rate per star, Fig. 6.17c, the results are similar to the
optical depth result, which is expected given the general agreement of the average
event duration. The exponential models of the simulated event rate per star can be
written as,

�star,Res = (13.5 ± 0.4) e(0.362±0.023)(3−|b|) × 10−6Events.yr−1star−1 ,
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Fig. 6.17 The optical depth
(a), microlensing event rate
per square degree (b) and
microlensing event rate per
star (c) as a function of
Galactic latitude. The
measurements are averaged
over Galactic longitudes
−5◦ < l < 5◦. Different
markers represent different
survey measurements (See
Table 5.1): OGLE
(pentagon), MACHO
(circle), MOA (triangle),
EROS (square) and
simulated data from the
Besançon Galactic model
(star) (See Table 6.3).
Results of resolved sources,
DIA sources and RCG
source are presented with
unfilled, filled and half-filled
makers. The error bars of the
Besançon simulation results
are shown at 100 times their
true size. The thin dashed,
dash-dotted and dotted lines
represent fits to the MOA-II
all-source sample, EROS
RCG sample and MOA-II
RCG sample, respectively
(Hamadache et al. 2006;
Sumi et al. 2013). The thick
solid and dashed lines are fits
to the resolved source and
DIA source simulations of
this work. The shaded areas
represent the 68%
confidence interval of EROS,
MOA-II and Besançon fits,
respectively (Awiphan et al.
2016b)

(a) Optical depth

(b) Microlensing event rate per square degree

(c) Microlensing event rate per star
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Fig. 6.18 A comparison of measured optical depths to red clump giants from the Besançon model
from Penny et al. (2013). The open square, filled circle and asterisk data points show the measure-
ment from the MACHO (Popowski et al. 2005), OGLE Sumi et al. (2006) and EROS Hamadache
et al. (2006) surveys, respectively. The solid line shows the optical depth from the Besançon model.
The dashed line shows 1.8 times of the solid curve (Penny et al. 2013)

�star,DIA = (14.6 ± 0.3) e(0.391±0.016)(3−|b|) × 10−6Events.yr−1star−1 . (6.19)

Whilst the model average event duration is in reasonable agreement with the
MOA-II observations, the factor of 2 discrepancy with both the optical depth and
rate suggests that the model bulge mass is too low to accommodate the microlensing
results. The bulge mass would need to be increased by a factor of 2.6 in order to
match the overall optical depth distribution. However, we note that such a change
could not be made in a self-consistent manner without also altering the lens and
source kinematics and the event timescale distribution. However, in Sect. 6.6, we
discuss an updated MOA-II result.

6.4.2 O-C Residual Maps

In Sect. 6.3, the model microlensing maps of the MOA-II field, filter and time scale
cut are shown. In order to compare the result with the MOA-II observational data,
residual maps are produced (xBesancon − xMOA). In Fig. 6.19a, the Besançon model
underestimates the optical depth compared with theMOA-II data closer to the Galac-
tic Centre (b < 3◦), predicting only around 50% of the MOA-II measured optical
depth. However, moving away from the Galactic Centre, the Besançon optical depth
is generally in good agreement with the MOA-II measurement, suggesting that the
Besançon disk model provides a good description of the microlensing data.
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Table 6.3 The Besançon model microlensing optical depth and event rate within |l| < 5◦ using
0.5◦ bins in b (Awiphan et al. 2016b)

〈b〉 Nevent (events) τ ×107 �deg2

(yr−1deg−2)

�star
(×10−6yr−1star−1)

Resolved source

−1.40◦ 18.414 18.414 ± 0.109 54.828 ± 0.347 21.774 ± 0.111

−1.77◦ 18.759 18.759 ± 0.017 83.258 ± 0.183 22.671 ± 0.048

−2.26◦ 16.123 16.123 ± 0.006 70.568 ± 0.009 19.209 ± 0.009

−2.76◦ 13.311 13.311 ± 0.035 58.620 ± 0.092 15.551 ± 0.034

−3.25◦ 11.038 11.038 ± 0.007 43.998 ± 0.012 12.670 ± 0.003

−3.75◦ 9.055 9.055 ± 0.003 30.954 ± 0.043 10.162 ± 0.014

−4.25◦ 7.494 7.494 ± 0.023 22.192 ± 0.034 8.146 ± 0.015

−4.74◦ 6.295 6.295 ± 0.010 16.486 ± 0.011 6.646 ± 0.003

−5.23◦ 5.488 5.488 ± 0.002 12.685 ± 0.036 5.632 ± 0.017

−5.72◦ 4.589 4.589 ± 0.003 8.919 ± 0.058 4.601 ± 0.030

−6.23◦ 3.934 3.934 ± 0.009 6.328 ± 0.007 3.809 ± 0.004

DIA source

−1.40◦ 21.931 21.931 ± 0.006 224.902 ± 1.242 25.553 ± 0.129

−1.77◦ 21.301 21.301 ± 0.009 261.791 ± 0.031 24.804 ± 0.014

−2.26◦ 17.846 17.846 ± 0.001 197.174 ± 0.049 20.509 ± 0.003

−2.76◦ 14.597 14.597 ± 0.040 150.158 ± 0.396 16.489 ± 0.040

−3.25◦ 12.024 12.024 ± 0.003 107.772 ± 0.135 13.364 ± 0.012

−3.75◦ 9.816 9.816 ± 0.030 73.464 ± 0.198 10.689 ± 0.028

−4.25◦ 8.054 8.054 ± 0.004 50.647 ± 0.039 8.542 ± 0.006

−4.74◦ 6.730 6.730 ± 0.001 36.212 ± 0.030 6.928 ± 0.006

−5.23◦ 5.786 5.786 ± 0.005 27.041 ± 0.007 5.819 ± 0.003

−5.72◦ 4.848 4.848 ± 0.019 18.826 ± 0.100 4.771 ± 0.027

−6.23◦ 4.153 4.153 ± 0.014 13.182 ± 0.010 3.958 ± 0.003

The residual average time scale maps in Fig. 6.19b, show that the Besançonmodel
provides a reasonably good representation of theMOA-II timescales across thewhole
map. Most of the structures in the map are produced by individual very long time
scale MOA-II events or many short time scale events in observed specific sub-fields.
We therefore conclude that the averagemicrolensing kinematics within both the disk
and bulge are consistent with microlensing data.

Figure 6.19c, d, which show the residual event rate per unit area and per source,
respectively, indicate a similar deficit of the model with respect to the data within
the inner bulge region.

These maps confirm the view that, whilst the model bulge kinematics provide a
good average description of the event timescale, themass is insufficient by a factor 2 to
explain the observed number of events. However, recently the MOA-II measurement
has been revised (Sumi and Penny 2016) and we discuss the consequences of the is
Sect. 6.6.
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6.4.3 Reduced χ2 of τ and �star Maps

FromSect. 6.4.2, the simulated results under-predict the optical depth andmicrolens-
ing event rate per star compared with the MOA-II observational data and show the
structure at low Galactic latitude. The significance of this result can be assessed by
a straightforward reduced χ2 statistic:

χ2
r = 1

Nfld

Nfld∑

i=1

(
xBes,i − xMOA,i

σMOA,i

)2

, (6.20)

where (xBes, xMOA) refers to the (model, observed) microlensing quantity. σ is the
observational uncertainty within the field, and Nfld is number of fields. The observa-
tional uncertaintywithin the field is calculated using the formula fromHan andGould
(1995). The reduced χ2 contribution of each MOA-II field are shown in Table 6.4
and Fig. 6.20. The gb21 field is excluded due to the limit of the Besançon extinction
maps. The model optical depth is in agreement with MOA-II data within 3σMOA for
most fields. The reduced χ2 of resolved source and DIA source optical depths are
2.4 and 2.0, respectively.

The event rates show higher reduced chi-squared contribution than the optical
depths. The Besançon resolved source and DIA source results have χ2

r values of
2.6 and 2.2, respectively. The low Galactic latitude area (b < 3◦) of both parameters
provide the bulk of the disagreement (See Sect. 6.4.1).

In field gb1, there is a long time scale event (gb1-3-1, tE = 157.6 days) which
contributes more than half of optical depth in that field. This event provides a hot
spot in the MOA-II optical depth and average time scale maps (See Sect. 6.4.2).
In order to check the reliability of the reduced χ2 test, the reduced χ2 of field gb1
without gb1-3-1, gb1Cut, is calculated. The result in Table 6.4 shows that the gb1Cut
field provides a better reduced χ2

r than original gb1 field.
Finally, we cut the events which have crossing time longer than 100 days which

are located in 5 fields; gb1, gb9, gb10, gb13 and gb 14. The new reduced chi-squared,
χ2
r,Cut, of optical depth (2.3 for resolved sources and 1.8 for DIA sources) and event

rate per star (2.2 for resolved sources and 2.0 for DIA sources) is improved. However,
fields located in the inner bulge, except field gb6, still show high reduced chi-squared
compared to high Galactic latitude field. Therefore, the high reduced chi-squared
region around the inner bulge is not affected by long time scale events, but shows
the mismatch of optical depth and event rate per star between the Besançon model
and the MOA-II data in low Galactic latitude region.

6.5 Microlensing Model Parametrisation

TheMOA-II team parameterises the observed spatial microlensing distribution using
a polynomial function. We can do likewise for our simulated maps. We model the
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Table 6.4 Field-by-field contributions to the reduced χ2 (χ2
r ) between the Besançon model and

the MOA-II data for the optical depth and microlensing event rate per star (Awiphan et al. 2016b)

Field 〈l〉 (deg) 〈b〉 (deg) τRes τDIA �star,Res �star,DIA

gb1 −4.3306◦ −3.1119◦ 1.40 1.22 3.67 3.00

gb2 −3.8624◦ −4.3936◦ 1.34 0.91 2.47 2.09

gb3 −2.3463◦ −3.5133◦ 1.01 0.45 0.02 0.06

gb4 −0.8210◦ −2.6317◦ 4.31 3.24 5.91 4.78

gb5 0.6544◦ −1.8595◦ 7.31 5.47 9.41 7.94

gb6 1.8405◦ −1.4890◦ 0.04 0.01 0.15 0.02

gb7 −1.7147◦ −4.5992◦ 0.28 0.08 0.67 0.44

gb8 −0.1937◦ −3.7495◦ 0.26 0.77 0.84 1.44

gb9 1.3329◦ −2.8786◦ 7.34 6.35 7.99 7.08

gb10 2.8448◦ −2.0903◦ 5.14 4.56 5.76 4.91

gb11 −1.1093◦ −5.7257◦ 10−3 0.02 0.38 0.29

gb12 0.4391◦ −4.8658◦ 0.97 0.75 0.03 10−3

gb13 1.9751◦ −4.0190◦ 2.77 2.50 2.03 1.76

gb14 3.5083◦ −3.1698◦ 1.72 1.39 1.74 1.34

gb15 4.9940◦ −2.4496◦ 3.37 2.75 3.12 2.60

gb16 2.6048◦ −5.1681◦ 3.98 3.73 2.36 2.13

gb17 4.1498◦ −4.3365◦ 1.80 1.53 0.45 0.32

gb18 5.6867◦ −3.5055◦ 0.64 0.32 0.27 0.12

gb19 6.5534◦ −4.5749◦ 2.12 1.77 1.28 1.02

gb20 9.6172◦ −2.9318◦ 2.56 2.02 2.91 2.49

χ2
r 2.4 2.0 2.6 2.2

gb1Cut −4.3306◦ −3.1119◦ 0.87 0.33 2.72 2.10

gb9Cut 1.3329◦ −2.8786◦ 7.34 6.34 7.72 6.83

gb10Cut 2.8448◦ −2.0903◦ 4.20 3.34 4.35 3.57

gb13Cut 1.9751◦ −4.0190◦ 1.89 1.57 1.50 1.26

gb14Cut 3.5083◦ −3.1698◦ 0.77 0.40 1.05 0.72

χ2
r,Cut 2.3 1.8 2.4 2.0

structure of the optical depth, average time scale and event rate maps shown in
Fig. 6.10 using a 10-parameter cubic polynomial fit in l and b. The model function
can be written as,

x = a0 + a1l + a2b + a3l
2 + a4lb + a5b

2 + a6l
3 + a7l

2b + a8lb
2 + a9b

3 ,

(6.21)

where x is themicrolensing observable (rate, time-scale or optical depth). The best-fit
models are shown in Fig. 6.21 and the model parameters are provided in Table 6.5.
The best fit models agree to within 20% of the exact model value for |b| < 5◦.
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6.6 Comparing with MOA-II Corrected Stellar Number
Count Data

Sumi and Penny (2016) pointed out that the number of sources in Sumi et al. (2013)
used the luminosity atBaade’swindow for all fields,whichmay cause incompleteness
in star counts. This incompleteness affects the measured optical depth and event rate
for MOA-II data. Therefore, Sumi and Penny (2016) revised the measurement of the
MOA-II optical depth and event rate with completed star counts of sources using the
same data set as Sumi et al. (2013).

Sumi et al. (2013) used the star catalogues at Baade’s window from the MOA-II
reference image for bright stars and Hubble Space Telescope images for faint stars
(Holtzman et al. 1998) to derive the luminosity function using the method of Nataf
et al. (2013). They normalized the luminosity function for each sub-field. Therefore,
the shape of the luminosity function in all fields is the same as the function at
Baade’s window. However, after Sumi and Penny (2016) revised the data using the
new luminosity function, they found that the effects are negligible.

The event selection criteria of Sumi et al. (2013) selected the event regardless
of whether the sources are resolved stars. Their star counts were based on stellar
catalogue in the reference images, in which red clump giants were assumed to be
bright enough for complete star counts. However, the MOA-II data were obtained
under poor seeing (∼1.8 arcsec), including the reference image. Therefore, the red
clump giant number counts are incomplete.

The incompleteness can be proven by comparing the number of red clump giants
per sub-field inMOA-II and OGLEwhich has better seeing and longer exposure than
MOA-II. The OGLE data used a different method for event selection, which selected
only the events at the position of the resolved stars in the reference images. For the
low number of red clump giants (NRC < 1, 000), the number of red clump giants
in MOA-II are consistent with OGLE. But, the number of RCG stars in MOA-II is
smaller than OGLE by up to 30% in higher density region. The number of missing
stars in the MOA-II data is expected to be a few percent. Sumi and Penny (2016)
also found that the most reliable data are located at high Galactic latitude (b ∼ −6)
and are faint sources. These properties are related to the Nataf et al. (2013) method.
Therefore, Sumi and Penny (2016) fit relations between the number of red clump
giants in MOA-II, NRC,MOA, and the Nataf et al. (2013) predicted number of red
clump giants, NRC,Nataf , as a function of Galactic latitude.

NRC,MOA

NRC,Nataf
= (0.63 ± 0.01) − (0.052 ± 0.003) × b . (6.22)

Themismatch of star counts affected the optical depth and event ratemeasurement
of Sumi et al. (2013). Sumi and Penny (2016) revised the optical depth and event
rate measurements using the relation in Eq. 6.22, however the event rate per square
degree does not change from previous measurements due to it being independent of
the number of stars. Therefore, the optical depth and microlensing event rate per star
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Fig. 6.23 The optical depth (top) and microlensing event rate per star (bottom) as a function
of Galactic latitude of the revised MOA-II data. The measurements are averaged over Galactic
longitudes −5◦ < l < 5◦. Different markers represent different survey measurements: MOA Sumi
et al. (2013) (triangle), MOA Sumi and Penny (2016) (circle) and simulated data from the Besançon
Galactic model (star) (See Table 6.3). Results of resolved sources, DIA sources and RCG source
are presented with unfilled, filled and half-filled makers. The error bars of the Besançon simulation
results are shown at 100 times their true size. The dotted, thin solid, dash-dotted and thin dashed
lines represent fits to the MOA-II Sumi et al. (2013) all-source sample, MOA-II Sumi et al. (2013)
RCG sample, MOA-II Sumi and Penny (2016) all-source sample, MOA-II Sumi and Penny (2016)
RCG sample, respectively. The thick solid and dashed lines are fits to the resolved source and DIA
source simulations of this work. The shaded areas represent the 68% confidence interval of MOA-II
Sumi and Penny (2016) and Besançon fits, respectively
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are lower than to Sumi et al. (2013) measurements. The revised maps are shown in
Fig. 6.22.

Comparing the Sumi and Penny (2016) result to our Besançon simulation, the
revised properties are still slightly higher (Fig. 6.23). The difference is in the error
bar of the MOA-II measurement. Therefore, the revised MOA-II data are consistent
the Besançon model without any missing inner bulge population.

6.7 Conclusion

A new version of the Besançon Galactic model is used to simulate microlensing opti-
cal depth, average timescales and microlensing event rate maps towards the Galactic
bulge. The new model incorporates a refined two-component bulge (Robin et al.
2012). We perform a detailed comparison of the model with a recent optical depth
study byMOA-II (Sumi et al. 2013) based on 474 events. TheMOA-II observational
filter, time scale cut and Gaussian kernel are applied to the maps. This is the first
detailed field-by-field comparison between a theoretical microlensing model and a
large-scale microlensing dataset.

In its original form the model overestimates the average time scale compared to
the survey because the model lacks low-mass stars. Allowing for an extension of the
model stellar mass function into the low mass star and brown dwarf regime, we find
that the model correctly reproduces the observed average event timescale provided
the mass function is essentially cut off at the hydrogen burning limit. The shape
of the observed timescale distribution shows a weak evidence of an excess of short
(0.3 < tE < 2 days) and long (30 < tE < 200 days) duration events and a deficit
of moderate duration events (2 < tE < 30 days). However, the model provides a
satisfactory match to the MOA-II distribution (reduced χ2 
 2.2).

Encouragingly, the inferred efficiency corrected MOA-II event rate is found to lie
between the predicted number of events from the Besançon model for pure resolved
sources andDIAsources. The number ofBesançonmicrolensing eventswith resolved
sources and DIA sources are 0.83 and 2.17 times number ofMOA-II detected events.
Given that themodel analysis does not include a correction for blending in the number
of available sources, and some expected differences due to differences in the assumed
bandpass, this is in a reasonable level of agreement.

For the optical depth the residualmaps between themodel predictions andMOA-II
observations show that there is generally good agreement over most of the MOA-
II survey area and that the disagreement is confined to the regions closest to the
Galactic Centre (b < 3◦). The Besançon model predicts only 50% of the observed
optical depth in this region. Maps of the event rate per star also show a similar
disagreement. The fact that there is reasonable agreement in the maps of average
duration but disagreement with the rate and optical depth argues for a mass deficit in
the current bulge model or a systematic issue with the Sumi et al. (2013) analysis.

The bulgemass employed in the current Besançonmodel (5.9 × 109M	) is some-
what lower than inferred in some recent studies such as Portail et al. (2015), which
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argued that a bar with a mass in the range (1.25 − 1.6) × 1010 M	 is compatible
with recent radial velocity and proper motion studies. Such a massive bar could
solve the optical depth discrepancy reported here. It remains unanswered whether
such a model can be straightforwardly accommodated within a full population syn-
thesis code. However, Robin et al. (2012) argued that the dust map model is likely to
under-estimate extinction in the innermost regions due to incompleteness of 2MASS
star counts below K 
 12. They also identify a missing population within the inner
∼1◦ in their model based on star count residuals. The additional population, along
with increased extinction in this region should permit an increased optical depth
without violating star count limits.

However, from recent a MOA-II study of Sumi and Penny (2016), the observed
microlensingmeasurements were revised due to the incompleteness of stellar counts.
The revised data are consistent with our Besançon results without any missing bulge
population. Therefore, this validates MaBμlS use in predicting the microlensing
properties of future microlensing surveys as well as consistency with large-scale
datasets, such as, MOA-II.
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Chapter 7
Summary and Future Works

In this thesis, wide-ranging studies on exoplanets and Galactic structure using the
microlensing and transit techniques were presented. As the research in these areas is
still progressing, there is a lot of things that can be done in the future.

Exomoons

If our Solar System is typical, then exomoonsmust be common. But, no exomoon has
been detected. Only two exomoon candidates, MOA-2011-BLG-262L b and Kepler-
1625 b I, are proposed (Bennett et al. 2014; Teachey et al. 2018). There are many
programs that are trying to detect themusing variousmethods. InAwiphan andKerins
(2013), we proposed another exomoon detection technique, using the correlation
between TTV and TDV signal. In Chap.4, we simulated the effects of intrinsic stellar
variation of an M-dwarf host, which reduces the detectability correlation coefficient
by 0.0–0.2 with 0.1 median reduction for Kepler-class photometry. For simulations
with red noisewith planetmasses less than around 25M⊕, 25–50%of themwith 8–10
M⊕ moon have correlations high enough to confirm the presence of an exomoon.

Although, Kepler has ceased its main-mission operation, future space-based
telescopes, such as the NASA TESS and PLATOmissions, and ground-based obser-
vations should be able to detect exomoons in the near future. As the correlation tech-
nique requires long-term monitored fields, well-planned collected TTV and TDV
data will help us discover exomoons via this technique. The observation should be
done at the same wavelength, as the transit light curves have different shapes at
different wavelengths, due to the limb-darkening effect of the host stars. Moreover,
at present, we normally use modeling and fitting transiting exoplanet light curves
programs, which do not include the transit of exomoons. Therefore, the measured
TTV and TDV signals are the photocentric TTV and TDV signals, which do not
provide sinusoidal signals as theoretical TTV and TDV signals.
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Transit Timing Variation

To date, more than 10 exoplanets have been detected using the TTV technique.
In addition to detecting exoplanets, the TTV technique can also be used to detect
exomoons. In Chap.3, we presented the analysis of GJ3470b’s TTV signal to search
for the signal of a third body using the TTVFaster code, which computes the
TTV signal from the analytic formulae of Agol and Deck (2016). Although, no
significant TTV signal was found, the minimummass of the perturber was estimated.
For GJ3470b, the TTV signal shows little variation, which excludes the presence of
another hot-Jupiter with orbital period less than 10 days in the system.

In the future, I plan to use the network of 0.5–0.7 metre robotic telescopes of
NARIT, called the Thai Robotic Telescope Network, in Thailand, Chile, China, USA
and Australia to continuously observe bright exoplanet systems, which can be used
to detect the TTV signals and possibly discover additional exoplanets or exomoons
via the TTV technique. This plan also includes a project for the selection of exo-
planet targets for exoplanet atmosphere observations which I will collaborate with
the University of Manchester, called SPEARNET (Spectroscopy and Photometry of
Exoplanetary Atmopsheres Research NETwork).

Transmission Spectroscopy

At present, the transmission spectroscopy study is a highly successful technique
for probing the exoplanet atmospheres, as it has been applied to several transiting
exoplanets. In Chap.3, the transmission spectroscopy analysis of the hot-Neptune,
GJ3470b, which is the first sub-Jovian planet showing significant Rayleigh scattering
slope, were presented. The result shows a low mean molecular weight atmosphere
(1.08 ± 0.20) with atmosphere methane. A high altitude haze with dense tholin or
polyaceylene is also suggested. However, the atmospheric models are single compo-
sition models. Therefore, a mix-ratio composition atmosphere model will be need to
provide a better understanding of the atmosphere of the system in the future.

In the future, transit observations of GJ3470b at shorter wavelengths will aim to
confirm the presence of the steep Rayleigh scattering slope and addition observa-
tions in the near-infrared will provide more detail of the GJ3470b atmosphere. As
TESS and PLATO will be launched in 2018 and 2026, respectively, and will detect
many bright nearby exoplanets. The number of transmission spectroscopy targets
will rapidly increase. The study of them with small to medium sizes telescope, such
as the Thai Robotic Telescope Network and the 2.4 metre Thai National Telescope,
will provide a better understanding and better statistic of planetary atmospheres.

MaBµlS

Microlensing is the currently the most powerful technique to discover low-mass exo-
planets beyond the snow line. We developed the Manchester-Besançon Microlens-
ing Simulator (MaBµlS - http://www.mabuls.net) which is the first online real-time
microlensing simulator, presented in Chap.5. MaBµlS has capabilities to predict
optical depth, average crossing-time and event rate for a specific area, filter and mag-
nitude limit near theGalactic bulge. InChap.6, we performed a detailed field-by-field
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comparison between simulated MaBµlS data and 2006–2007MOA-II observational
data (Sumi et al. 2013), which is the first detailed field-by-field comparison between
a theoretical microlensing model and a large-scale microlensing datase.

Wemodified theBesançonmodel to includeMdwarfs andbrowndwarfs.Our best-
fittingmodel requires a browndwarfmass function slopeof−0.4.Themodel provides
good agreementwith the observed average duration, and respectable consistencywith
the shape of the timescale distribution. The model provides only ∼50% of the Sumi
et al. (2013) measured optical depth and event rate per star at low Galactic latitude
around the inner bulge (|b| < 3◦). However, Sumi and Penny (2016) revised the star
count of Sumi et al. (2013) data and found that the revised data are consistent without
result without any missing bulge population.

In the future, wewill try to improveMaBµlS to include an adjustable brown dwarf
mass function slope for each population, because the real value of the slope is still
ambiguous. The improvement will also include the addition of sources angular size
and lens-source relative proper motion distributions, which can be used to provide
real-time modelling of ongoing events. It will improve the observing efficiency of
ongoing surveys and also precisely predict the microlensing properties of the future
surveys, such as WFIRST and Euclid.

Moreover, due to a very small number of MOA-II microlensing events (474
events), we added the same brown dwarf mass function to all Galactic components
which might not be a good representation. In the future, we will use the recently pub-
lished microlensing events from the OGLE-IV survey (Mróz et al. 2017) to constrain
the mass function of low brown dwarfs in the Besancon Galactic model. The data
were obtained from 50 million stars within nine OGLE fields (12.6 square degree)
in 2010–2015. The number of events in OGLE (2,617 events) is six times larger than
the number of events in the MOA-II data (474 events). Moreover, the OGLE team
published the histogram of the number of events in each Einstein crossing time range
in each field, which can be used to estimate the mass function of brown dwarfs in
each Galactic component.
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